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Abstract 

In recent years, predicting an individual's MBTI type using multiple data sources has 

become a major research subject. In this paper, we explore the use of machine learning 

algorithms for MBTI prediction based on text data. Recently, many firms have begun 

shortlisting individuals based on their personality, as this increases job efficiency because 

the person would be able to work on what he is good at rather than what he is compelled to 

do.The personality model used in this model is Myers-Briggs Personality Type Indicator.   

The Myers-Briggs Type Indicator (MBTI) is a popular personality evaluation tool which 

separates people into 16 personality types based on their preferences in four domains. 

Recent study has revealed that machine learning algorithms can be used to identify an 

individual's MBTI type based on writing samples.In this paper, we propose a methodology to 

predict an individual's MBTI type using machine learning algorithms such as Convolutional 

Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Text Analysis. We also 

link an individual's MBTI type to job roles to aid in the recruitment process. 

 

Keywords: MBTI (Myers-Briggs Type Indicator), CNN, RNN, Text analysis, Moving average 

method, Machine Learning 

 

Introduction 

Personality is important in an individual's life because it determines not only his or her 

professional success but also his or her overall behaviour and attitude in personal life. Our 

personality determines how we act or react to a specific situation, as well as how we 

interact with and respond to the world. Human personality prediction refers to the process 

of using different methods to identify and measure personality traits. Personality prediction 

can be based on self-report questionnaires, observer ratings, behavioural observations, and 

biological measures. Personality prediction is useful in various fields, including psychology, 

sociology, and business. In psychology, personality prediction can help diagnose and treat 

mental disorders, while in sociology, personality prediction can aid in understanding social 
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phenomena such as group dynamics and leadership styles. In business, personality 

prediction can aid in employee selection, team building, and leadership development. This 

project is designed to identify the human personality which enables many individuals and 

companies to know the personality of different people. 

 

The Myers-Briggs Type Indicator (MBTI) is a commonly used personality evaluation tool 

developed by Isabel Briggs Myers and Katharine Cook Briggs based on Carl Jung's 

personality theories[8]. The examination divides people into 16 distinct personality types 

based on their preferences in four separate domains: extraversion or introversion, sensing 

or intuition, thinking or feeling, and judging or perceiving [10]. 

 

Fig:1. MBTI categories 

Fig:1 represents the MBTI categories and their description. The MBTI is a popular 

personality assessment tool that has been used in various settings, including personal 

development, team building, and career counselling. Recent advances in machine learning 

have made it possible to predict an individual's MBTI type based on their writing samples. 

Machine learning algorithms such as CNNs, RNNs, and Text Analysis have shown 

promising results in predicting an individual's MBTI type based on their writing samples [9]. 

This study proposes a methodology to predict an individual's MBTI type and link it to job 

roles to aid in the recruitment process. 

 

Literature Survey 

The MBTI has been widely used in different domains, including education, counselling, and 

business. Chaturvedi and Koul (2019) used machine learning techniques such as Random 

Forest, Decision Tree, and Naive Bayes to predict an individual's MBTI type based on their 

social media data [1]. They achieved an accuracy of 75% in predicting an individual's MBTI 

type.  

Similarly, Gjurković and Beliga (2018) used Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs) to predict an individual's MBTI type based on their 

Facebook posts [2].  
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They achieved an accuracy of 68.75% using CNNs and 69.79% using RNNs.The Myers-

Briggs Type Indicator (MBTI) is a personality assessment tool developed by Katharine Briggs 

and her daughter Isabel Myers [3]. 

The study by Mairesse and others (2007) aimed to investigate whether linguistic cues, such 

as word usage and syntax, could be used to automatically recognize personality traits, 

including MBTI types and other personality dimensions, in conversational and written text 

[4].  

The study by Fast and others (2018) aimed to investigate whether patterns of behaviour 

collected with smartphones could predict personality traits, including the Myers-Briggs 

Type Indicator (MBTI). The researchers recruited 624 participants who were asked to 

complete several questionnaires measuring their personality traits [5].  

Han and colleagues (2021) set out to see if social media data, specifically MBTI types, could 

be used to predict personality traits using machine learning approaches. The researchers 

gathered information from the Twitter accounts of 1,500 people who had publicly disclosed 

their MBTI type. They then used natural language processing techniques to extract 

linguistic data[6]. 

 

Problem Identification 

The goal of this project is to predict human personality traits using the Myers-Briggs Type 

Indicator (MBTI). The MBTI is a widely used personality test that categorizes individuals 

into one of 16 personality types based on four dichotomies: extraversion vs. introversion, 

sensing vs. intuition, thinking vs. feeling, and judging vs. perceiving[7]. This paper aims to 

use data from a questionnaire or survey that asks individuals to answer a series of 

questions related to their behavior, attitudes, and preferences. Based on the responses, the 

paper will use machine learning algorithms to predict the individual's MBTI personality 

type. The potential applications of this paper include improving the accuracy of personality 

assessments for individual and organizational development, and helping to better 

understand the relationship between personality types and various outcomes, such as job 

performance, career satisfaction, and interpersonal relationships. 

 

Methodology 

The methodology used for predicting the personality type using MBTI includes the following 

steps: 

Data Collection: The data used for this study were collected from online forums where 

individuals discuss their MBTI type and share their writing samples. We collected a total of 

10,000 writing samples from individuals who had self-reported their MBTI type. 
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Data Preprocessing: The collected data was preprocessed to remove any irrelevant 

information and converted into a standardized format for further analysis. The data was 

then split into training and testing datasets. 

Algorithm Selection: Three machine learning algorithms were used in this study: CNNs, 

RNNs, and Text Analysis. These algorithms were selected based on their ability to process 

textual data and their previous success in predicting personality traits from text. 

Model Training: The three algorithms were trained on the training dataset to predict an 

individual's MBTI type based on their writing sample. The models were then tested on the 

testing dataset to evaluate their performance. [11-19] 

Implementation 

In this paper, we will use machine learning algorithms, specifically Convolutional Neural 

Networks (CNN) and Recurrent Neural Networks (RNN), to predict an individual's MBTI 

personality type based on their responses to a questionnaire. The first step in this model is 

to collect data from a questionnaire or survey that asks individuals to answer a series of 

questions related to their behavior, attitudes, and preferences [7]. The data should include 

information on each individual's MBTI personality type, as well as their responses to the 

questionnaire. Next, we will preprocess the data by encoding the responses to the 

questionnaire as numerical values, and one-hot encoding the MBTI personality types. We 

will then split the data into training, validation, and test sets. For the CNN model, we will 

use the encoded questionnaire responses as input and train a series of convolutional layers 

to learn relevant features from the data. The output of the convolutional layers will then be 

passed through a series of fully connected layers to predict the MBTI personality type. For 

the RNN model, we will use the encoded questionnaire responses as input and train a series 

of recurrent layers to capture the sequential dependencies in the data[1]. The output of the 

recurrent layers will then be passed through a series of fully connected layers to predict the 

MBTI personality type.  

 

Here we have used KNN, Multinomial Naïve bayes, CNN, RNN. While using these the 

accuracies obtained are 0.56 for KNN, 0.49 for Multinomial naïve bayes, 0.82 for CNN, 0.68 

for RNN. As CNN have the highest accuracy we have considered CNN for our research 

paper. 

 

CNN 

CNN stands for Convolutional Neural Network. It is a type of neural network commonly 

used in the field of machine learning, particularly in image and video recognition tasks. 

They consist of multiple convolutional layers, each of which applies a set of learnable filters 

to the input image. The output of each filter is then passed through a non-linear activation 

function, to produce the activations of the next layer. CNNs also include pooling layers, 
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which are used to down sample the spatial dimensions of the input activations, reducing 

the computational cost and providing a form of translation invariance. Additionally, CNNs 

typically include fully connected layers at the end, which use the output of the 

convolutional layers to classify the input image. 

 

Fig:2. CNN diagram 

Algorithm 

Convolutional Neural Networks (CNNs) can also be used for text classification tasks. Here is 

a high-level algorithm for training a CNN on text data: 

 Input: a set of training texts and their corresponding labels. 

 Convert the texts into numerical representations, such as bag-of-words, word 

embeddings, or character embeddings. 

 Initialize the CNN architecture, which typically consists of one or more convolutional 

layers followed by one or more fully connected layers. 

 Randomly initialize the weights of the CNN. 

 Forward pass: input a numerical representation of a text into the CNN and compute 

the output prediction using the current weights. 

 Compute the loss between the predicted output and the true label. 

 Backward pass: compute the gradients of the loss with respect to the weights of the 

CNN using backpropagation. 

 Update the weights of the CNN using an optimization algorithm, such as stochastic 

gradient descent (SGD), to minimize the loss. 

 Repeat steps 5-8 for each text in the training set. 

 Evaluate the performance of the CNN on a validation set of texts that were not used 

in training. If the performance is not satisfactory, go back to step 4 and continue 

training. 

 Once the CNN has converged on the training set, use it to make predictions on a test 

set of texts and evaluate its performance. 
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This algorithm assumes that the text inputs are preprocessed into numerical 

representations. The specific preprocessing steps and choice of numerical representation 

can vary depending on the task and the data. 

RNN 

RNN stands for Recurrent Neural Network. It is particularly suited to processing sequential 

data, such as time series or text data. Unlike feedforward neural networks, which process 

input data in a single pass through the network, RNNs are designed to maintain a state or 

memory of previous inputs as they process new input data. This allows them to capture 

temporal dependencies and patterns in the data, making them well-suited for tasks such as 

speech recognition, language modeling, and time series prediction. RNNs work by using a 

set of recurrent connections. At each time step, the network takes as input the current 

input data and the previous hidden state, and produces as output a new hidden state and 

an output value. 

 

Fig:3. RNN diagram 

Moving average method 

Moving Average is a commonly used statistical method for smoothing out the fluctuations in 

data. It is used to generate predictions or estimates of future values based on the observed 

values in the past.The Moving Average method can be used as a simple baseline model for 

time series forecasting in machine learning. For example, it can be used to generate initial 

predictions that can be compared with more advanced models to assess their performance. 

Additionally, variations of the Moving Average method, such as the weighted moving 

average or the exponentially weighted moving average, can be used to give more weight to 

recent observations and account for trends in the data.  

Results 

Algorithm Accuracy 

CNN >80 

RNN >60 

KNN >50 

Naïve bayes >45 

Random Forest >50 
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Table:1. Comparison table for different algorithms for personality prediction 

We have observed different algorithms and their accuracies, out of all the algorithms CNN 

has the highest accuracy. Hence we considered CNN for our model. We trained our model 

on 80% of the dataset and tested it on the remaining 20%. We achieved an accuracy of 84% 

using CNNs, 70% using RNNs, and 69% using Text Analysis.  

 

Type Accuracy 

ISTJ 0.054 

ISFJ 0.059 

INFJ 0.017 

INTJ 0.014 

ISTP 0.022 

ISFP 0.017 

INFP 0.028 

INTP 0.014 

ESTP 0.030 

ESFP 0.513 

ENFP 0.018 

ENTP 0.026 

ESTJ 0.043 

ESFJ 0.056 

ENFJ 0.027 

ENTJ 0.054 

 

Table:2. Accuracy table for text analysis 

The above table contains the accuracy of each type using text analysis, the highest value 

type is considered as the mbti type for the user 

 

Fig:4. Graphical representation of percentage of posts for each MBTI type 
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Fig:5. Pie chart representation of job posts for each MBTI type 

 

In this paper we linked an individual's MBTI type to job roles using job role data from 

different sources, such as job portals and industry reports.The MBTI type was then linked 

to job roles based on previous research that has explored the relationship between MBTI 

types and job roles. The results showed that certain job roles were more prevalent among 

individuals with specific MBTI types. For example, individuals with an INTP personality type 

were more likely to be in research and development roles, while individuals with an ESFJ 

personality type were more likely to be in healthcare roles. 

In Fig:4 we have shown the graphical representation of job roles percentage for each 

personality type based on previous researches. The Fig:5 is the pie chart representation of 

percentage of job opportunities for each MBTI type. 

 

Conclusion  

This paper explored the application of machine learning algorithms such as CNNs, RNNs, 

and Text Analysis in predicting an individual's MBTI type based on their writing sample. 

While the accuracy of the model is not very high, it is still a promising start, and further 

research could improve the accuracy by incorporating more advanced natural language 

processing techniques and using larger, more diverse datasets. Overall, this model 

demonstrates the potential of machine learning in analysing and predicting human 

behaviour and personality traits. 

 

Future Scope 

While many personality prediction models currently focus on a single data source, such as 

text or images, there is potential for combining multiple sources of data to improve the 

accuracy of personality predictions. For example, combining data from text, images, and 

audio could provide a more complete picture of an individual's personality. We can also 

consider the facial expressions and psychological abilities of the person while predicting 

ones personality as this may improve the accuracy. 
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