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Abstract 

Over the years, predicting and analyzing air quality has undergone significant advancements. In the 

past, we heavily relied on traditional methods like statistical models and simplified equations. However, 

these approaches struggled to capture the complex and dynamic nature of air pollution. As technology 

evolved, scientists and researchers turned to AI, machine learning, and big data analytics to improve air 

quality predictions. On the other hand, air pollution is a critical global issue that affects not only our 

environment but also our health and well-being. It is also linked to respiratory and cardiovascular 

diseases, leading to an increase in illnesses and deaths. Accurate air quality predictions empower 

governments, local authorities, and individuals to take timely actions to combat pollution, safeguard 

public health, and optimize urban planning. To tackle this pressing problem, we need accurate air quality 

prediction and analysis. Our motivation behind developing this AI model stems from the limitations of 

traditional air quality prediction methods. We've seen that these methods often lack accuracy and 

struggle to account for the intricate factors influencing air pollution. The potential of AI, with its ability 

to process vast amounts of real-time data and identify complex patterns, offers a promising solution to 

enhance the accuracy and reliability of air quality predictions. Therefore, this work introduces an 

innovative Artificial Intelligence (AI) model designed to predict and analyze air quality with 

exceptional precision and efficiency. By incorporating cutting-edge AI algorithms and data analytics 

techniques, this model aims to meet the growing demand for reliable real-time air quality information.  

Keywords: Environmental Sustainability, Air quality prediction, Artificial Intelligence (AI), Data 

analytics, Environmental monitoring, Pollution control 

1. Introduction 

Energy consumption and its consequences are inevitable in modern age human activities. The 

anthropogenic sources of air pollution include emissions from industrial plants; automobiles; planes; 

burning of straw, coal, and kerosene; aerosol cans, etc. Various dangerous pollutants like CO, CO2, 

Particulate Matter (PM), NO2, SO2, O3, NH3, Pb, etc. are being released into our environment every 

day. Chemicals and particles constituting air pollution affect the health of humans, animals, and even 

plants. Air pollution can cause a multitude of serious diseases in humans, from bronchitis to heart 

disease, from pneumonia to lung cancer, etc. Poor air conditions lead to other contemporary 

environmental issues like global warming, acid rain, reduced visibility, smog, aerosol formation, 

climate change, and premature deaths.  Scientists have realized that air pollution bears the potential to 

affect historical monuments adversely [1]. Vehicle emissions, atmospheric releases of power plants and 

factories, agriculture exhausts, etc. are responsible for increased greenhouse gases. The greenhouse 

gases adversely affect climate conditions and consequently, the growth of plants [2]. Emissions of 
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inorganic carbons and greenhouse gases also affect plant-soil interactions [3]. Climatic fluctuations not 

only affect humans and animals, but agricultural factors and productivity are also greatly influenced 

[4]. Economic losses are the allied consequences too.  

The Air Quality Index (AQI), an assessment parameter is related to public health directly. higher level 

of AQI indicates more dangerous exposure for the human population. Therefore, the urge to predict the 

AQI in advance motivated the scientists to monitor and model air quality. Monitoring and predicting 

AQI, especially in urban areas has become a vital and challenging task with increasing motor and 

industrial developments. Mostly, the air quality-based studies and research works target the developing 

countries, although the concentration of the deadliest pollutant like PM2.5 is found to be in multiple 

folds in developing countries [5]. A few researchers endeavoured to undertake the study of air quality 

prediction for Indian cities. After going through the available literature, a strong need had been felt to 

fill this gap by attempting analysis and prediction of AQI for India.   Various models have been exercised 

in the literature to predict AQI, like statistical, deterministic, physical, and Machine Learning (ML) 

models. The traditional techniques based on probability, and statistics are very complex and less 

efficient. The ML-based AQI prediction models have been proved to be more reliable and consistent. 

Advanced technologies and sensors made data collection easy and precise. The accurate and reliable 

predictions through such huge environmental data require rigorous analysis which only ML algorithms 

can deal with efficiently. 

2. Literature Survey 

In [6], Gopalakrishnan (2021) combined Google’s Street view data and ML to predict air quality at 

different places in Oakland city, California. He targeted the places where the data were unavailable. The 

author developed a web application to predict air quality for any location in the city neighborhood. 

Sanjeev [7] studied a dataset that included the concentration of pollutants and meteorological factors. 

The author analyzed and predicted the air quality and claimed that the Random Forest (RF) classifier 

performed the best as it is less prone to over-fitting. Castelli et al. [8] endeavoured to forecast air quality 

in California in terms of pollutants and particulate levels through the Support Vector Regression (SVR) 

ML algorithm. The authors claimed to develop a novel method to model hourly atmospheric pollution. 

Doreswamy et al. [9] investigated ML predictive models for forecasting PM concentration in the air. 

The authors studied six years of air quality monitoring data in Taiwan and applied existing models. 

They claimed that predicted values and actual values were very close to each other.  

In [10], Liang et al. studied the performances of six ML classifiers to predict the AQI of Taiwan based 

on 11 years of data. The authors reported that Adaptive Boosting (AdaBoost) and Stacking Ensemble 

are most suitable for air quality prediction, but the forecasting performance varies over different 

geographical regions. Madan et al. [11] compared twenty different literary works over pollutants 

studied, ML algorithms applied, and their respective performances. The authors found that many works 

incorporated meteorological data such as humidity, wind speed, and temperature to predict pollution 

levels more accurately. They found that the Neural Network (NN) and boosting models outperformed 

the other eminent ML algorithms. Madhuri et al. [12] mentioned that wind speed, wind direction, 

humidity, and temperature played a significant role in the concentration of air pollutants. The authors 

employed supervised ML techniques to predict the AQI and found that the RF algorithm exhibited the 

least classification errors. Monisri et al. [13] collected air pollution data from various sources and 

endeavoured to develop a mixed model for predicting air quality. The authors claimed that the proposed 

model aims to help people in small towns to analyze and predict air quality.  
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Patil et al. [14] presented some literary works on various ML techniques for AQI modeling and 

forecasting. The authors found that Artificial Neural Network (ANN), Linear Regression (LR), and 

Logistic Regression (LogR) models were exploited by most of the scholars for AQI prediction. Bhalgat 

et al. [15] applied the ML technique to predict the concentration of SO2 in the environment of 

Maharashtra, India. The authors concluded that being highly polluted, some cities of this Indian 

province require grave attention. The authors mentioned that their model was not capable of exhibiting 

expected outputs. Mahalingam et al. [16] developed a model to predict the AQI of smart cities and tested 

it in Delhi, India. The authors reported that the medium Gaussian Support Vector Machine (SVM) 

exhibited maximum accuracy. The authors claim that their model can be used in other smart cities too. 

Soundari et al. [17] developed a model based on NNs to predict the AQI of India. The authors claimed 

that their proposed model could predict the AQI of the whole county, of any province, or of any 

geographical region when the past data on concentration of pollutants were available. Sweileh et al. 

[18] came up with a very interesting study about the analysis of global peer-reviewed literature about 

air pollution and respiratory health. The authors extracted 3635 documents from the Scopus database 

published between 1990 and 2017. They observed that there was a substantial increase in publications 

from 2007 to 2017. The authors reported active countries, institutions, journals, authors, international 

collaborations in the realm and concluded that research works on air pollution and respiratory health 

had been receiving a lot of attention. They suggested securing public opinions about mitigation of 

outdoor air pollution and investment in green technologies.  

3. Proposed Methodology 

Air quality prediction using IoT sensor data is a critical application that leverages technology to monitor, 

assess, and forecast air quality conditions in various environments as shown in Figure 1. This process 

involves collecting real-time data from a network of IoT sensors deployed in different locations, 

analyzing this data, and using it to make predictions about air quality. In the process of collecting and 

managing data from IoT sensors, the information gathered is carefully stored within a centralized 

database or cloud-based platform. This data is marked with timestamps, providing details about the 

location of the sensors, the specific type of sensors used, and the actual measurements recorded. This 

meticulous record-keeping ensures that we have a comprehensive dataset to work with. Prior to delving 

into data analysis, there is a crucial step known as data preprocessing. During this phase, the data 

undergoes a series of operations aimed at refining it for further analysis. These operations include 

addressing missing data points, handling outliers, and, if necessary, converting data into standardized 

formats. This step ensures that the data is in its best possible condition for accurate analysis. Once the 

data is pre-processed, the next step involves feature engineering. Here, we extract and create relevant 

features from the raw sensor data.  

Moving forward, this research employs Deep learning and statistical models to scrutinize the data and 

construct predictive models. These models draw insights from historical data, which is often used to 

train them. A range of algorithms, such as regression, time series analysis, or neural networks, can be 

applied in this context. The primary objective is to build models capable of forecasting future air quality 

conditions based on both historical patterns and the latest sensor readings. With the trained models in 

place, the proposed model equipped to make real-time predictions about upcoming air quality 

conditions, leveraging the most recent sensor readings. These predictions encompass a variety of 

valuable information, including AQI values, pollutant concentrations, and air quality forecasts tailored 

to specific time intervals, such as hourly or daily periods. 
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To ensure that the air quality information is accessible and comprehensible, it is often visualized through 

intuitive mediums like dashboards, maps, or graphs. This facilitates easy understanding for the general 

public, environmental agencies, and policymakers. Additionally, mechanisms are put in place to issue 

alerts and warnings in cases where air quality levels exceed safety thresholds. The insights drawn from 

air quality predictions can guide important actions and mitigation strategies. For instance, these 

predictions can inform decisions related to traffic management, industrial emissions control, and the 

issuance of health advisories to safeguard public well-being. 

 

Figure 1. System Architecture 

3.1 ANN Classifier 

Although today the Perceptron is widely recognized as an algorithm, it was initially intended as an 

image recognition machine. It gets its name from performing the human-like function of perception, 

seeing, and recognizing images. Interest has been centered on the idea of a machine which would be 

capable of conceptualizing inputs impinging directly from the physical environment of light, sound, 

temperature, etc. — the “phenomenal world” with which we are all familiar — rather than requiring the 

intervention of a human agent to digest and code the necessary information. Rosenblatt’s perceptron 

machine relied on a basic unit of computation, the neuron. Just like in previous models, each neuron 

has a cell that receives a series of pairs of inputs and weights. The major difference in Rosenblatt’s 

model is that inputs are combined in a weighted sum and, if the weighted sum exceeds a predefined 

threshold, the neuron fires and produces an output. 

 

Figure 2: Perceptron neuron model (left) and threshold logic (right). 

Threshold 𝑇 represents the activation function. If the weighted sum of the inputs is greater than zero 

the neuron outputs the value 1, otherwise the output value is zero. With this discrete output, controlled 

by the activation function, the perceptron can be used as a binary classification model, defining a linear 

decision boundary.  



IJFANS INterNAtIoNAl JourNAl oF Food ANd NutrItIoNAl ScIeNceS 

ISSN PRINT 2319 1775 Online 2320 7876  

Research paper        © 2012 IJFANS. All Rights Reserved,  UGC CARE Listed ( Group -I) Journal Volume 13.Iss 04, 2024 

 
 

16 

 

It finds the separating hyperplane that minimizes the distance between misclassified points and the 

decision boundary. The perceptron loss function is defined as below: 

 

To minimize this distance, perceptron uses stochastic gradient descent (SGD) as the optimization 

function. If the data is linearly separable, it is guaranteed that SGD will converge in a finite number of 

steps. The last piece that Perceptron needs is the activation function, the function that determines if the 

neuron will fire or not. Initial Perceptron models used sigmoid function, and just by looking at its shape, 

it makes a lot of sense! The sigmoid function maps any real input to a value that is either 0 or 1 and 

encodes a non-linear function. The neuron can receive negative numbers as input, and it will still be 

able to produce an output that is either 0 or 1. 

But, if you look at Deep Learning papers and algorithms from the last decade, you’ll see the most of 

them use the Rectified Linear Unit (ReLU) as the neuron’s activation function. The reason why ReLU 

became more adopted is that it allows better optimization using SGD, more efficient computation and 

is scale-invariant, meaning, its characteristics are not affected by the scale of the input. The neuron 

receives inputs and picks an initial set of weights random. These are combined in weighted sum and 

then ReLU, the activation function, determines the value of the output. 

 

Figure 3: Perceptron neuron model (left) and activation function (right). 

Perceptron uses SGD to find, or you might say learn, the set of weight that minimizes the distance 

between the misclassified points and the decision boundary. Once SGD converges, the dataset is 

separated into two regions by a linear hyperplane. Although it was said the Perceptron could represent 

any circuit and logic, the biggest criticism was that it couldn’t represent the XOR gate, exclusive OR, 

where the gate only returns 1 if the inputs are different. This was proved almost a decade later and 

highlights the fact that Perceptron, with only one neuron, can’t be applied to non-linear data. 

4. Results and discussion 

Figure 4 is a visualization for the classification of air quality based on the calculated AQI values. The 

classification likely involves different categories such as "good," "moderate," "poor," "unhealthy," "very 

unhealthy," and "hazardous." These categories indicate the level of pollution and associated health risks.  
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Figure 4: Header of Air Quality Index calculated from every data value. 

 

 

Figure 5: Obtained classification of air quality as good, moderate, poor, unhealthy, very unhealthy, 

and Hazardous. 

Table 1 provides a comparison of two different machine learning models used for air quality prediction 

based on two evaluation metrics: Root Mean Squared Error (RMSE) and R-squared (R2) score.  RMSE 

(Root Mean Squared Error): The RMSE is a metric used to measure the average magnitude of the errors 

between predicted values and actual (observed) values. It quantifies how well the predictions align with 

the actual data. A lower RMSE value indicates better predictive performance, as it means the model's 

predictions are closer to the actual values. From Table 1: 

⎯ For the "LR" model, the RMSE is 13.67. 

⎯ For the "ANN Model" model, the RMSE is 0. 

A lower RMSE for the ANN Model suggests that it has smaller prediction errors compared to the LR 

model. R2-score (Coefficient of Determination): The R^2 score is a statistical measure that represents 

the proportion of the variance in the dependent variable that's explained by the independent variables 

in a regression model. It ranges from 0 to 1, where higher values indicate that the model's predictions 

closely match the actual data. An R2 score of 1 indicates a perfect fit. From Table 1: 

⎯ For the "LR" model, the R^2 score is 0.9847. 

⎯ For the "ANN" model, the R^2 score is 0.999999. 

The R2 scores for both models are quite high, indicating that they both provide excellent fits to the data. 

However, the ANN Model score of 0.999 suggests an almost perfect fit, meaning that it captures the 

variability in the data extremely well. Finally, the ANN Model outperforms the LR model in terms of 
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both RMSE and R^2 score, indicating its superior predictive capability and ability to explain the 

variance in air quality data. 

Table 1: Comparison of models. 

Model name RMSE 𝑅2-score 

LR 13.67 0.9847 

ANN 1.16 0.999 

 

 

5. Conclusion 

In the realm of air quality prediction, the use of Artificial Neural Networks (ANN) has been pivotal in 

providing valuable insights and forecasts. ANN models demonstrate significant advantages over 

traditional Linear Regression (LR) models, particularly in handling complex relationships and 

mitigating overfitting. While LR models are straightforward and interpretable, they often struggle to 

capture the nuances of complex, non-linear interactions within air quality data. On the other hand, ANN 

models, especially when leveraging deep learning techniques, exhibit superior performance by 

automatically learning intricate relationships and interactions between various air quality parameters. 

The flexibility of ANN models allows them to adapt to diverse data patterns, making them well-suited 

for capturing the complex dynamics inherent in real-world air quality scenarios. Additionally, ANN 

models, particularly deep neural networks, can effectively handle large datasets with high 

dimensionality, which is often the case in air quality prediction tasks. Moreover, the ability of ANN 

models to generalize well to new data and their robustness against outliers further contribute to their 

superior performance. While ANN models have proven to be a formidable choice for air quality 

prediction, the field of air quality forecasting continues to evolve. Further exploration of feature 

engineering techniques, including the creation of novel features and the incorporation of additional 

environmental and meteorological data, can enhance the performance of ANN models. Additionally, 

the development of hybrid models that combine the strengths of ANN with other machine learning 

techniques, such as Random Forests or Gradient Boosting Machines, can lead to even more accurate 

and robust predictions. 
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