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Abstract –  

 

As we know, Red Blood Cells are the main part of blood that is responsible for the circulation of 

blood in the human body. Anemia is a well-known disease that is caused due to the deficiency of red 

blood cells. Due to anemia, red blood cells are unable to supply oxygen throughout the body. This 

sickness can be lethal to the human body if not treated promptly. We are creating machine learning 

techniques such as Random Forest, SVM, and others to detect anemia in a patient in this study. We 

can detect anemia in a patient using machine learning methods and suggesting Nutritious food to 

overcome this disease. As a result, we intend to create a classification-based ML model in which we 

provide the essential CBC test values for our model to predict whether a patient is anemic. With the 

help of machine learning techniques, we are automating the process for detecting anemia in this study 

work. We compared the statistical analysis of all algorithms we've utilized to predict anemia in this 

paper. 
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I. INTRODUCTION 

There has been an exponential increase in the data generated through the health industry because of 

the remarkable advances in Technology used. Using this data, We can extract all the useful 

information which can then be used for analysis, recommendation, prediction and decision making. 

In medical science, disease prediction at the right time is important for prevention and effective 

treatment plan. Anemia is a disease which is caused by the deficiency of red blood cells which are 

unable to deliver oxygen throughout the body. Anemia is highly prevalent in India. The third National 

Family Health Study (NFHS-3) conducted during 2005–6 found that amongst children aged 6 to 59 

months, the prevalence of anemia is 69.5%; in rural India, the prevalence is 71.5%. The prevalence 

of anemia is maximum among younger children between the age of 12-17 months and 18-23 months. 

The prevalence of anemia in rural areas appeared to have risen since the previous NFHS (in 1998–

9). [1] 

Hence, it is important to take some measures to prevent the spread of anemia as much as possible 

using the latest advancements happening in the Tech Industry. In our study, we found out using 
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various classifier algorithms like Random Forest, Decision Tree, Naïve Bayes etc. ,we can predict the 

early stage of anemia so that patients can take required medicine on time and prevent anemia. [2] This 

project is important as, using the latest advancement in the field of machine learning, we can also 

make solutions in the field of medical science. This technology can be used in many areas like rural 

areas where health care systems are still not developed to the extent that of urban areas. [3][4] 

Anemia is a disease, which needs timely treatment and early diagnosis, using machine learning we 

can achieve this. Machine Learning can help us overcome many different problems faced by our 

country in the field of medicine. Using this project, we will be able to detect whether a person or 

patient is suffering from anemia or not in a matter of seconds. [3] 

 

II. PROBLEMS FACED [1] 

Anemia is a growing problem amongst young children living in rural India. In Rural areas, there is a 

lack of proper medical treatment and experienced doctors. This leads to patients traveling long 

distances to visit experienced doctors for treatment. This delay ultimately leads to the disease 

becoming more fatal. 

Also, many people avoid going to the doctor because they are scared or they can’t afford it. Also, due 

to the lack of trained or experienced doctors in rural areas, they misdiagnose the symptoms resulting 

in Anemia becoming more fatal. 

Anemia, also goes quite unnoticed in many people especially children, which can go unnoticed at first 

but suddenly become fatal in nature. To identify this, a doctor needs to go through the CBC blood 

test report thoroughly to identify the early stages of Anemia. Once identified, it is quite easy to cure 

the disease. 

To tackle all these problems, we are planning to create a Machine Learning Model, using which we 

would make use of multiple algorithms like Naive Bayes, Random Forest, SVM, etc. using which we 

will create a website, where the user can simple put in their blood test parameters in our machine 

learning model which would then predict whether the user is suffering from Anemia or not. 

Our machine learning model can predict and alert the user if the user is suffering from anemia and 

using which the user can be treated on time without the need of any experienced medical staff. 

 

III. METHODOLOGY [1] 

We followed the below methodologies to make our project: 

1. Taking Input Data 

● Firstly we collect the dataset [7] 

● Dataset should be in csv format. 

 

 
Figure 1 - Picture of Anemia CBC Dataset 

 

● We import the dataset using various python libraries like Pandas. 

● Above, in our dataset, we have considered five parameters - [3][5][6] 

1. Gender - Gender is a very important parameter as the blood parameters and limits for both Male 

and Female are different and vary, so it is important to also consider this factor. 
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2. MCV - MCV stands for mean corpuscular volume. Basically this blood test measures the average 

size of the red blood cells. Using this test we can get to know whether our red blood cells are too 

small or too large which can depict any blood disorder such as anemia. [7] 

3. MCH - MCH is short for "mean corpuscular hemoglobin." It's the average amount in each of your 

red blood cells of a protein called hemoglobin, which carries oxygen around your body. [8] 

4. MCHC - MCHC is a similar measure to MCH, MCHC stands for “mean corpuscular hemoglobin 

concentration”. MCHC checks the average amount of hemoglobin in a group of red blood cells. A 

doctor might use both MCHC and MCH in order to diagnose Anemia. [9] 

5. Hemoglobin - This parameter tells us about the amount of oxygen present in our blood. It is 

basically a protein which has the capacity to carry oxygen throughout the body from the lungs. It 

is also a very important parameter in prediction of anemia. For men, anemia is typically defined 

as a hemoglobin level of less than 13.5 g/dl and in women as hemoglobin of less than 12.0 g/dl. 

[10] 

 

2. Pre-Processing And Cleaning Dataset 

● For data cleaning and preprocessing, we have imported the required dataset using the pandas 

dataset. 

● After importing the dataset and making it a dataframe, we have first converted all values into 

integers. Checked for null values, we didn't find any null values in our dataset 

● Next, we went ahead and checked all the number of entries and removed all duplicates. 

● Now, after cleaning the data, we went ahead for data visualization. 

 

 
Figure 2 - Split of results in dataset [1] 

 

 
Figure 3 - Boxplot of all the parameters [1] 
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3. Feature Extraction/ Feature Selection[1] 

● As discussed above, we are using 5 features to predict whether a user/patient is suffering from 

anemia or not. 

● We are using Gender, Hemoglobin, MCH, MCHC and MCV from the blood test reports to predict 

whether a user is suffering from anemia or not. [3] 

● After cleaning all the data, we will then Normalize the data using MinMaxScaler. MinMaxScaler 

transforms all the features between 0 and 1. 

 

Here we extracted features that are required for model training. 

 

 
Figure 4 - Flowchart [2][4] 

 

4. Apply Classification Algorithms[1] 

● After feature extraction now comes to model training. 

● First of all we have divided the dataset into training and testing using a method called 

train_test_split(). We have divided our dataset into a 75-25% train-test split. 

● Now select the classification algorithm and import it from respective libraries. 

● Algorithms that we are going to use are Random Forest, SVM, Naïve Bayes etc. [2][3] 

● Below are the detailed study of our algorithms - 

 

1. Naive Bayes Algorithm - Naive Bayes Algorithm is a supervised machine learning algorithm 

which is based on the famous bayes theorem and is used mostly to solve classification problems. 

It is one of the easiest and effective classification algorithms. It basically predicts the output based 

on the basis of the probability of the object. [12] 

 

Now, defining the formula as per our project - 

P(A|B) is Posterior probability: Probability of hypothesis A on the observed event B. P(B|A) is 
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Likelihood probability: Probability of the evidence given that the probability of a hypothesis is true. 

P(A) is Prior Probability: Probability of hypothesis before observing the evidence. P(B) is Marginal 

Probability: Probability of Evidence. [12] 

 

P(A|B) = P(B|A) P(A) / P(B) … (1) 

 

As per our problem, We define the formula: - 

P(YES|Anemia) is Probability of having Anemia Disease in a person. 

P(Anemia|YES) is the value of patients having parameters outside the normal range having anemia. 

P(Anemia) is the value of people having Anemia. 

P(YES) is the value of total people having blood parameters out of range. So, we can rewrite the Naive 

Bayes algorithm as - 

P(YES|Anemia) = P(Anemia|YES) * P(Anemia) / P(YES) 

We will then compare this value with the normal or parameter of people not having Anemia - 

P(NO|Anemia) = P(Anemia|NO) * P(Anemia) / P(NO) 

After this calculation, we will in the end compare both these, and the one grater will be the final 

answer - 

If P(NO|Anemia) is greater than P(YES|Anemia), then the person is not suffering from Anemia, else 

vice-versa. 

 

2. Random Forest - Random forest is a simple to use machine learning algorithm that delivers a good 

result much of the time, it also does not require us to use hyper parameter tuning. It is also one of 

the most commonly used algorithms due to its simplicity and versatility which can be used as both 

regression and classification algorithms. [11] 

 

Why use Random Forest? 

Random Forest is one of the most popular machine learning algorithms used for both classification 

and Regression problems. It is used because of its speed, that is it works very fast even for very big 

datasets. It also provides a very high accuracy in comparison with the other machine learning 

algorithms. [11] 

How does the Random Forest algorithm work? 

Random Forest as the name suggests, is an algorithm created by the use of multiple decision trees. In 

this, Random Forest algorithm creates multiple decision trees, and then as per the input, the decision 

tree shows the output. In random forest, the algorithm for a classification problem takes all the 

majority classes predicted by all decision trees and average of all predicted outputs for a Regression 

Problem. [11] 

Now, lets see the working of Random Forest Algorithm - 

Step-1: Firstly, we select random data points from the training data set. Step-2: Next, we build a 

decision tree for each of the respective data points. Step-3: Next, we decide the number of decision 

trees we want. 

Step-4: Repeat Step 1 & 2. 

Step-5: Now, for predicting, compile all the outputs of all decision trees and take the majority of all 

outputs for the final output. 

 

3. SVM - Support Vector Machine is one of the best machine learning algorithms when it comes to 

classification problems. This is exactly what SVM does! It tries to find a line/hyperplane (in 

multidimensional space) that separates the two classes. It then classifies the new point as to 

whether it lies on the positive or negative side of the hyperplane, depending on the classes to be 

predicted. [13] 
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Steps to implement support vector regression in python : 

● Import the library 

● Read the dataset 

● Feature Scaling 

● Fitting SVR to the dataset/ 

● Predicting a new result 

● Visualizing the results of support vector regression 

 

Support vector regression is the counterpart of a support vector machine for regression problems. In 

our project we are using different attributes of the dataset and predicting the result using this support 

vector machine. [13] 

 

5. Real Time Implementation Of Project 

● Here comes the main part where we have to map our project with the real world problems 

● For this purpose we are trying to reach the various resource persons which are pathologists/doctors 

and provide them with solutions that our model is giving. 

● We have decided to provide our service to NGOs or Social work bodies or organizations or medical 

bodies or rural clinics or hospitals where there is a lack of experienced medical staff. 

● Patients can, on our website, just put in their blood test parameters and our machine learning model 

will predict whether the patient is suffering from anemia or not. 

 

IV. TECHNOLOGY USED 

Technology and Tools that we are going to use in out project: 

We are using one of the most useful and powerful language ie. python. Python also has robust library 

support for Machine learning. 

 

1. Google Collab – This is a jupyter notebook IDE where we can easily run and also see the output 

of each cell simultaneously. We will use Google Colab as it already has many of the required 

libraries installed. 

2. Pandas - This is one of the most important libraries for data science applications. It is used for 

cleaning and perfecting our dataset before inserting it in the machine learning model. 

3. Scikit – It is a machine learning library containing many models like classification, regression 

and clustering algorithms. It also has a metrics module which is used for checking the accuracy of 

the models. 

4. Matplotlib – It is a library used for data analysis. It is a library used to create various types of graphs. 

5. Seaborn – It is a library used for creating many types of graphs. 

6. Flask - It is a library which we will use to create our website where the user enters their CBC 

parameters. 

 

V. RESULT AND DISCUSSION 

● After implementation of all the above steps, we have come up with the accuracy we have achieved 

using the Random Forst, Naive Bayes and SVM algorithms – 

 

Table 1 - Algorithm Accuracy [1] 

Algorithm Accuracy 

Random Forest 99.38% 
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Naive Bayes 95.65% 

SVM 97.52% 

 

● Above is the accuracy we have achieved from our algorithms after training them and then testing 

them with the test data. 

● We have also below attached the True Positive, True Negative, False Positive and False Negative 

of each algorithm. 

 

Table 2 -  Accuracy Parameter [1] 

Algorithms True Positive True Negative False Positive False Negative 

Random Forest 99 61 1 0 

Naive Bayes 95 59 5 2 

SVM 97 60 3 1 

 

 

● Using TP, TN, FP, FN we have found the accuracy using the formula - 

Accuracy = (TP+TN)/(TP+TN+FP+FN) …(2) [14] 

 

● As we see, our results are up to standards and the accuracy of each algorithm is very good, even 

exceeding our expectations. 

 

Here are some nutritional recommendations: 

Iron-rich foods: Incorporate plenty of iron-rich foods into your diet such as lean meats (beef, pork, 

poultry), fish, shellfish, beans, lentils, tofu, fortified cereals, and dark leafy greens (spinach, kale, 

collard greens). 

 

Vitamin C: Pair iron-rich foods with sources of vitamin C to enhance iron absorption. Include citrus 

fruits (oranges, grapefruits), strawberries, kiwi, bell peppers, tomatoes, and broccoli in your meals. 

 

Folate (vitamin B9): Consume foods high in folate such as leafy greens, asparagus, broccoli, avocado, 

beans, lentils, fortified cereals, and whole grains. 

 

Vitamin B12: Ensure an adequate intake of vitamin B12 by including animal products like meat, fish, 

poultry, eggs, and dairy in your diet. If you're vegetarian or vegan, consider fortified cereals, fortified 

plant-based milk, nutritional yeast, and supplements. 

 

Include protein: Incorporate sources of lean protein in your meals to support overall health and energy 

levels. Options include lean meats, poultry, fish, eggs, dairy, tofu, tempeh, beans, lentils, and nuts. 

 

Stay hydrated: Drink plenty of fluids, preferably water, throughout the day to support overall health 

and prevent dehydration, which can exacerbate symptoms of anemia. 

 

Limit caffeine and calcium: Limit consumption of caffeine and calcium-rich foods around mealtimes 

as they can inhibit iron absorption. 

 

Remember, it's essential to consult with a healthcare professional or a registered dietitian for 

personalized dietary recommendations tailored to your specific nutritional needs and health condition. 
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CONCLUSION 

As per discussion & implementation it is found that random forest is more accurate algorithm. The 

proactive management of anemia through nutritional interventions is paramount for maintaining 

overall health and well-being. By incorporating iron-rich foods, sources of vitamin B12 and folate, 

and ensuring a balanced diet rich in essential nutrients, individuals can mitigate the symptoms and 

potential complications associated with anemia. The synergy between dietary iron absorption 

enhancers like vitamin C and the inclusion of protein-rich foods further optimizes nutritional intake. 

However, it's imperative to seek personalized guidance from healthcare professionals or registered 

dietitians to tailor dietary recommendations to individual needs. With a concerted effort to prioritize 

nutrient-dense foods and mindful dietary choices, individuals can significantly improve their quality 

of life and effectively manage anemia for long-term health benefits. 
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