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ABSTRACT 
A huge development is done in current living in the disciplines of artificial intelligence, machine learning, 

human-machine interaction, etc. It is becoming more and more usual to interact with machines or give them 

instructions for specific tasks using voice commands. Siri, Alexa, Cortana, Google Assist, etc. are embedded 

into a lot of consumer electronics. But machines are constrained because they can't communicate with people 

the same way that people can. It cannot comprehend or respond to human emotions. Research in recognising 

emotions from speech is being led by the field of human-machine interaction. A more robust man-machine 

communication system is necessary given the significance of machines in our everyday lives. The goal of 

speech emotion recognition (SER), which is being developed by several researchers, is to improve 

communication between humans and machines. To do this, a machine must be able to identify emotional 

states and respond to them in a manner similar to how we humans do. The calibre of the retrieved features 

and the kind of classifiers employed determine how efficient the SER system is. The four main emotions—
anger, sadness, neutrality, and happiness—from speech were the focus of this investigation. In this study, 

distinct emotions are identified using convolutional neural networks (CNNs) and the Mel Frequency Cepstral 

Coefficient (MFCC) approach for extracting characteristics from voice. Finally, the simulations showed that 

the proposed MFCC-CNN outperformed existing models in terms of performance. 

Index terms:  CNN, speech emotion recognition, facial emotion, speech emotion 

 

1. INTRODUCTION 

The automated recognition of emotions through the use of facial expressions involves three stages: face 

recognition, feature extraction and classification, and voice sound and hand gestures. Nevertheless, the most 

recent developments in human user interfaces, which have gone beyond the standard mouse and keyboard 

to automated speech recognition technologies and specialized interfaces designed for people with 

disabilities, do not fully account for these essential interactive capabilities, occasionally leading to less-

than-ideal experiences. Robots could be able to assist humans accurately and effectively in ways that are 

more in line with their tastes and expectations if they could understand these emotional cues. Six archetypal 

emotions—shock, fear, disgust, fury, joy, and sadness—can be used to classify a variety of human 

emotions, according to psychological studies. Certain emotions are most effectively communicated through 

voice tone and facial expression. The study of emotions has become a crucial area of study that may help 

with a variety of goals by offering some insightful data. Whether intentionally or unintentionally, people 

express their emotions via their words and facial expressions. Several different types of knowledge, 

including voice, writing, and visual, can be used to interpret emotions. While olden times, speech and facial 

expression are important for useful tool for identifying emotions and have revealed many aspects, including 

mentality. It's a tremendous and difficult endeavour to uncover the emotions concealed underneath these 



IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
 

Research paper                                  © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 10, Iss 4, Dec 2021 

  

159 | P a g e   

words and facial expressions. Researchers from a range of disciplines are striving to create techniques for 

more precisely understanding human emotions from multiple ways including speech and facial expressions, 

to meet this difficulty. Computer intelligence, natural language modelling systems, and additional methods 

are used to improve the reaction to various speeches and vocal-based techniques. 

 Numerous specific circumstances may benefit from the analysis of feelings. One such area is collaboration 

with actual computers. Customers may use computers to identify emotions, make better decisions, and 

increase the realism of interactions between humans and robots. We will look at the characteristics, 

constraints, and prospective directions of the current emotion detection methods, emotion models, and 

emotion databases in this work. We focus on evaluating labour jobs that need speech and face recognition 

in order to gauge emotions. We looked at the many technical sets that make up contemporary methods and 

technologies. The industry's key accomplishments have been made, and workable alternatives for better 

outcomes have been found. 

 

2. LITERATURESURVEY 
Due to the fast improvement of artificial intelligence technology, interest in FER research has significantly 

increased over the past few decades. For FER systems, many feature-based techniques are researched. 

Present techniques locate a facial region in a photo and take physical or geometric cues from it. One of the 

geometric characteristics is frequently the link between the various facial components. Facial landmarks 

can serve as instance of geometric properties [2, 30, 31]. The universal aspects of the face areas or other 

kinds of data about the facial regions are retrieved as emergence characteristics [20, 36].  The universal 

futures commonly exhibit PCA, a local binary pattern histogram, and other characteristics. Other revision 

separated the face district into distinct local regions and retrieved region-particular emergence traits [6, 9]. 

The key locations inside these local zones are first identified, which increases the identification accuracy. 

Due to the rapid advancement of deep-learning techniques, the CNN and recurrent neural network (RNN) 

are used in a variety of computer vision applications recently. In particular, CNN has performed 

exceptionally well in a variety of studies, including FER [10, 16, 44], face recognition, and object 

identification. Even though deep-learning-based algorithms have outperformed traditional approaches, 

challenges like micro-expressions, temporal fluctuations of expressions, and others are still difficult to 

overcome [21]. One of the most organic ways that humans may communicate is through speech signals, and 

they can be quickly and easily evaluated. Language-specific information and implicit paralinguistic 

information, such as speaker emotion, are both present in speech signals. because end-to-end learning (i.e., 

one-dimensional CNNs) are unable to do this mechanically for beneficial characteristics as acoustic 

characteristics can, most speech-emotion comprehension techniques, unlike FER, obtain Acoustic 

characteristics. Therefore, it's crucial to combine the appropriate audio features. It has been demonstrated in 

several research [1, 5, 14, 18, 27, 32, 34] that there is a connection between acoustic qualities and emotional 

voices.  Speech-based emotion identification has a lower rate of recognition than other emotion-recognition 

methods, such face recognition, since there isn't a clear and predictable mapping among the emotional state 

and audio components. Choosing the optimum set of characteristics is therefore an important step in 

speech-emotion detection. Computers are capable of correctly and realistically identifying human emotions 

from voice broadcasts and facial photos. This necessitates varying degrees of suitable emotion data fusion. 

Three technologies—feature combination, judgement fusion, and model concatenation—are at the heart of 

most multimodal investigations. Incorporating various inputs can be made possible by deep-learning 

technology, which is used in many industries [7, 22]. A simple method for merging models with diverse 

inputs is model concatenation. Individually encoded tensors are produced by models with different data 

inputs. The combine function can be used to combine the tensors for every type. Speech signals were 

transformed by Yaxiong et al. into mel-spectrogram pictures so that the images were able to be used as 

input by a 2D CNN. Additionally, they posted the picture of the expression to a 3D CNN. They used a 

network of deep beliefs to combine multimodal emotion data in a very nonlinear way after combining the 
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two networks [28]. Analysis of the grouping that each model produces and re-identification utilising the 

particular criteria are the goals of decision fusion. This is accomplished through combining the SoftMax 

functionalities of the different kinds of networks and computing the dot product utilising weights, wherein 

the sum of the weights is 1. As a way to conduct speech-emotion detection, Xusheng et al. created a 

bimodal fusion technique wherein both voice data and face emotions are correctly merged. They merged 

the CNN and RNN models to translate speech inputs into features. Speech and facial expression data were 

combined using the weighted-decision fusion approach [40]. In order to collect simultaneous temporal face 

characteristics and temporal geometry data, Jung et al. employed the deep temporal appearances network 

with the deep temporal geometry networks [17]. They integrated both of these networks of distinct features 

and added the last layers of the fully linked portion of the networks before pre-training the networks in 

order to increase the performance of their model. A more complete fusion model has to be created because 

the bulk of current approaches simply include surface fusion [28]. 

3. METHODOLOGY 

Emotion is a crucial aspect of human communication. Our actions and decision-making are influenced by a 

combination of our emotions, behavior, and thoughts since these three things are intertwined. This has led 

to a rise in interest in this area of science during the past several years. To improve them, automatic 

emotion recognition may be used in a variety of contexts. Consider human-computer interaction, where 

determining the customer’s exciting state will enable the creation of a more organic, fruitful, and intelligent 

connection. Monitoring of human-human interactions is another topic since it allows for the early detection 

of disputes or undesirable circumstances. The automated emotion identification from voice, faces, and 

movies is also covered in this study. The suggested methodology made use of deep learning CNN 

techniques such corpus development, feature selection, proper classification scheme design, and 

information fusion with other sources of data like text. 

 

The suggested block design for emotion identification using voice and faces is shown in Figure 1. The 
RACVDESS dataset, which includes voice and facial data files, is taken into consideration for use in this 
work. The sounds from the voice files and facial photos were then eliminated during the pre-processing step 
on both datasets. Then, only speech data are used to extract MFCC features. The CNN model is then trained 
using pre-processed face data as well as speech-based MFCC characteristics. Finally, test features are applied 
to test face and speech data and contrasted by means of the pre-trained CNN model skin texture. lastly, using 
both facial and speech data, our AI-CNN model determines the expected emotion. 

3.1 IMAGE AND SPEECHPRE-PROCESSING 
Using computer algorithms to do image processing on digital pictures is known as digital image processing. 
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Digital image processing, a branch of digital signal processing, provides significant settlement over 

analogue image processing. It enables the application of a considerably larger variety of algorithms to the 

supplied data. In order to provide our AI-Computer Vision models better data to work with, digital image 

processing aims to progress the picture data (features) by contains undesirable alteration and/or enhancing 

some key image properties. Our photos must be the same size as the network's input for the network to be 

trained and to make predictions on fresh data. We can rescale or scale down emotion data to the necessary 

size if we need to change the size of the photos to fit the network. By applying randomized augmentation to 

the data, we may successfully amplify the quantity of training data. Additionally, amplification makes it 

possible to train networks to be resistant to image data distortions. For instance, we may add random 

rotations to the input photos to make the network insensitive to the rotational state of the input images. A 

simple method for applying a small number of augmentations to 2-D pictures for classification issues is to 

use an augmented image data store. Image data can be kept in a table, an Image Data store object, or a 

numeric array. An image largest selection can be utilized for importing information in batches from photo 

collection which are too large to fit in memory. You can use a scaled 4-D array for training, forecasting, or 

categorization, or an improved image data store. 3-D arrays that have been shrunk are only useful for 

categorization and forecasting. Image data may be adjusted in one of two ways to fit the input size of a 

network. An image's height and width are increased by a scaling factor whenever it is enlarged. Expanding 

alters the spatial extends of the pixels in addition to their aspect ratio if the scaling factor in both the 

horizontal and vertical axes differs. 

Cropping: Although removing a portion of the image, it keeps the dimension of each pixel. Images may be 

trimmed from any location, even the middle. A image is composed of a two-dimensional array of numbers 

(or pixels) having values between 0 and 255. The mathematical function f(x,y), wherein x and y are the two 

coordinates for the horizontal and vertical axes, accordingly, provides a definition for it. 

Resize image: so as to visualize the alter, we will write two functions to show the photos in this phase, the 

first of which will exhibit one image and the second of which will display two images. Then, processing is 

a function created that only accepts the images as a parameter. Since some of the images captured by 

cameras and used in the pre-processing stage need to be resized due to size variations, we ought to found a 

base size for every photos fed into our AI techniques. 

 

MFCC feature extraction 
The earliest step of extraction is pre-emphasis. It is the process of increasing high frequency energy. The 

reason behind this is that lower frequencies in the vocal spectrum have more energy than higher 

frequencies. The nature of the glottal pulse is what causes this phenomenon, known as spectral tilt.  

1) The Acoustic Classifier receives additional data as high-frequency energy increases, therefore 

improves phone detection ability. MFCC can be extracted by utilizing the method detailed 

following. 

2) The provided speech signal is divided into frames that last for around 20 milliseconds. Typical 

frame intervals range from 5 to 10 milliseconds. 

3) The previously mentioned frames are multiplied employing a Hamming window to guarantee the 

signal's continuation. The Gibbs effect is avoided by the usage of hamming windows. To ensure 

continuity at every frame's beginning and conclusion and avoid rash alterations at the end point, 

the Hamming window is multiplied to each frame of the signal. Furthermore, each frame has a 

hamming window that groups adjacent frequency components of like frequencies. 

4) 4) A Mel-scale filter bank is put in place to the DFT power spectrum to produce the Mel spectrum. 

Mel-filter focuses greater on the critical area of the spectrum in order to obtain data values. 

Triangular band pass filters, like those in the human listening system, make form the Mel-filter 

bank. overlapping filters make form the filter bank. Every result produced by a filter is composed 
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of the total energy of several frequency bands. This method simulates the higher sensitivity to 

lower frequencies of the human ear. Getting the frame's vitality is a further essential aspect. Find 

the logarithm of the Mel-filter bank's rectangular output. the way that people react to log scales of 

signal strength. High levels of energy make people less susceptible to modest energy shifts than 

when energy levels are low. Logarithm compresses dynamic range of values. 

5) 5) Mel-scaling and smoothness (pull to right). The mel scale is essentially linear under 1 kHz and 
exponential above 1 kHz. 

6) 6) DCT is a further stage in the MFCC process that transforms the signal between the frequency 
domain onto the time domain and reduces data redundancy, so it can overlook the signal's 
minuscule temporal fluctuations. Using DCT to the mel-spectrum's logarithmic results in the mel-
cepstrum. Minimise the amount of feature dimensions by using DCT. It lessens the spectral 
relationship among the coefficients of the filter banks. Low complexity and the 17 uncorrelated 
characteristics are benefits for any quantitative classifier. In the cepstral coefficients, no energy is 
gathered. As a result, adding an energy function is essential. 12 Mel Frequency Cepstral and one (1) 
energy coefficient are extracted as a consequence. The above-mentioned thirteen (13) facial 
appearance are taken to as the "basic features." 

7) Obtain MFCC features. 

            Using the equation, the MFCC is created by transforming the frequency into the cepstral 

coefficients and the cepstral coefficients back into the frequency.. 

 

Here f stands for the frequency in Hz that was used in the MFCC computation step. The formula that 

follows is used for calculating the MFCC characteristics.. 

 

 𝑤ℎ𝑒𝑟𝑒𝑛=1,2,…..𝐾 

The DCT in this case does not include C0 since it reflects the mean value of the input speech signal, which is 
devoid of meaningful speech-related information. K indicates how many Mel cepstral coefficients there are. 
Each of the 20 ms worth of overlapping voice frames results in the creation of an audio vector made up of 

MFCC. This set of coefficients both represents and acknowledges the characteristics of speech..

 
  

CNN model 

The deep CNN model for speech recognition-based emotion identification is shown in Fig 3; the suggested 
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deep CNN representation for emotion exposure using facial expressions is revealed in Fig 4. 

 

Fig.3.Deep CNN representation is suggested for voice recognition-based feeling detection. 

 

Fig.4.Projected deep CNN representation for facial expression-based feeling recognition 

4. SIMULATIONRESULTS 

Dataset 
We utilised 28,709 photos with 7 distinct face emotion recognition models, including angry, happy, neutral, 

sad, disgusted, terrified, and startled. The voice emotion identification model employs the Ryerson Audio-

Visual Database of exciting voice and Song (RAVDESS) dataset. Speech audio-only files from the 

RAVDESS have a data rate, sampling frequency, and arrangement of 16bit, 48kHz, and.wav. There are 

1440 files in this section of the RAVDESS. 24 actors times 60 trials each equals 1440. The RAVDESS has 

24 trained actors—12 male and 12 female—who each speak two lexically related sentences with a neutral 

North American accent. Speech expressions can be composed of expressions of calmness, joy, sadness, 

anger, fear, surprise, and disgust. here are two exciting intensity levels (normal and strong) and one neutral 

appearance created for each expression. 

4.1 PERFORMANCE 

Fig Figure 5 displays the example test photos for classifying feelings using given expressions. The simulated 

images depict every emotion possible, such as sadness, fury, contempt, surprise, and panic. Figure 6 shows 

the suggested deep CNN's prediction precision and decreased performance utilising facial expression, audio, 

and videos. The suggested deep CNN outperformed both facial expression and verbal inputs for emotion 

prediction using videos, as been observed from the two photos. 
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Fig.5.Examples of emotion forecasting test pictures. 

 
 

Fig.6. Accuracy and loss comparison of proposed CNN with speech and facial expression. 

CONCLUSION 
Whether done consciously or not, people convey their feelings via their speech and facial expressions, 
making the study of emotions an important field of research that may aid in a number of objectives. Voice, 
writing, and pictures are only a few of the informative mediums that may be used to understand emotions. In 
order to improve prediction accuracy and decrease loss, this article developed a deep CNN representation for 
emotion forecast as of speech and facial expression. Additionally, MFCC was worn to remove features from 
the provided speech samples for the speech CNN model. 
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