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Abstract 

Modulation classification plays a crucial role in modern wireless communication systems, 

enabling efficient signal demodulation, spectrum monitoring, and spectrum utilization. A novel 

multi-modulation sequence detection system has been proposed in this work that integrates 

MATLAB and Verilog for real-time detection of signals. The proposed system supports BPSK, 

QPSK, and 16-QAM digital modulations using a fixed-point Q 8.8 format to enhance 

compatibility with FPGA implementations. Compared to traditional threshold-based and 

machine learning based methods, the proposed approach achieves higher detection accuracy 

with lower computational complexity. Extensive simulations demonstrate a detection accuracy 

of 95%, outperforming conventional classifiers while maintaining real-time processing 

capabilities. 
 

A comparative analysis with existing works highlights the advantages in accuracy, 

computational efficiency, and robustness against noise. This research lays the foundation for 

future FPGA-based modulation sequence detection implementations. 

 

Keywords: Multi-modulation detection, BPSK, QPSK, QAM, MATLAB, Verilog 

 

Introduction 

With the rapid growth of wireless technologies, multi-modulation detection is becoming 

increasingly vital in applications such as the Internet of Things (IoT), 5G networks, and satellite 
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communications. In IoT, modulation classification enables efficient spectrum utilization in 

low-power devices. In 5G, adaptive modulation is crucial for maximizing throughput while 

maintaining robustness. Additionally, software-defined radios (SDRs) heavily rely on accurate 

modulation classification for seamless communication across diverse networks. 

 

Automatic modulation classification (AMC) is becoming more prominent in wireless 

communications such as cognitive radio networks (CRNs), military surveillance, and adaptive 

communication systems. AMC facilitates dynamic spectrum allocation for CRNs by 

identifying the modulation scheme of incoming signals. SDRs are used in military applications 

to adapt to various communication standards. AMC plays a vital role in these applications. 

 

Existing modulation detection techniques are broadly classified into feature-based and machine 

learning-based methods [1] – [5]. Feature-based approaches rely on statistical features 

extracted from the received signal, such as higher-order moments, cyclo- stationary features, 

and spectral analysis. Machine learning-based methods, including deep neural networks 

(DNNs) and support vector machines (SVMs), have demonstrated significant performance 

improvements in modulation classification tasks. However, their computational requirements 

pose challenges for real-time FPGA implementations. 

 

A comparative study of traditional and ML-based AMC techniques highlights the strengths and 

limitations of each approach. Traditional AMC techniques, such as energy detection and 

likelihood-based classifiers, require low computational power but fail under low SNR 

conditions. In contrast, deep learning methods such as CNNs and LSTMs have achieved over 

90% classification accuracy even at low SNRs, as demonstrated by O’Shea et al. [6]. Hybrid 

methods combining handcrafted features with machine learning models have also explored. 

 

Despite their advantages, ML-based methods require significant labeled training data and 

computationally expensive inference, making them impractical for hardware-optimized 

solutions. This study proposes a Verilog-based classifier that balances detection accuracy and 

computational efficiency, making it suitable for real-time applications. 
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This research introduces a MATLAB and Verilog-based multi-modulation sequence detector 

capable of classifying Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying 

(QPSK), and 16-Quadrature Amplitude Modulation (16-QAM) signals. The system utilizes 

MATLAB for signal generation, applies fixed-point Q8.8 conversion, and implements 

modulation detection using Verilog. The key objective is to design an efficient, low-complexity 

classifier suitable for real-time applications and FPGA-based architectures. 

 

Related Work 

An extensive literature survey has been conducted for modulation classification using 

threshold-based and ML-based techniques. Threshold-based methods analyze signal properties 

such as variance, amplitude, and statistical moments. Even though the statistical moments-

based classification method that achieves high accuracy under ideal conditions but deteriorates 

in low SNR scenarios. 

 

O’Shea et al. [7] demonstrated an over-the-air deep learning-based classifier that achieves 

superior accuracy compared to conventional methods. However, deep learning models require 

extensive labeled datasets and high computational power, limiting Their real time deployment. 

Machine learning-based  and deep-learning AMC approaches have gained popularity due to 

their adaptability and higher classification accuracy [8]- [11]. 

 

The proposed work bridges the gap by designing a Verilog-based classifier optimized for real-

time processing while achieving accuracy comparable to ML-based methods. The integration 

of MATLAB for signal generation and Verilog for classification ensures an efficient pipeline 

for future FPGA implementations. 

 

Key Contributions of the proposed model: 

 Unified Multi-Modulation Detection Framework within a single Verilog-based system. 

 Accurate data processing and compatibility with hardware implementation. 

 Enhances real-time processing capability and FPGA implementation feasibility. 

 Achieves 95% detection accuracy, surpassing traditional threshold-based methods. 
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 Reduced Computational Complexity compared to ML-based classifiers 

 Verilog implementation requires significantly fewer resources. 

 

System Model 

The block diagram representation of the proposed system model is depicted in Fig.3.1. 

 

 

Fig.3.1. System Model 

As shown in the block diagram, the signal generation block is added with Additive White 

Gaussian Noise (AWGN) signal and simulated in MATLAB to generate an IQ (In-Phase and 

Quadrature Phase) text file which is compatible with Verilog. The IQ text file is simulated on 

Verilog test bench to detect the presence of three modulation schemes of BPSK, QPSK, and 

16-QAM. 

 

Algorithm for Signal Generation: 

1. Initialize parameters: N (number of symbols), mod type (Modulation type), SNR (Signal-

to-Noise Ratio)  

2. Generate random binary data of length N 

3. Depending on mod_type: 

    a. For BPSK: Map bits to +1 and -1 symbols 

    b. For QPSK: Group bits into pairs and map to constellation points 

    c. For 16-QAM: Group bits into quads and map to 16-QAM constellation 

4. Normalize the modulated symbols 

5. Add AWGN noise corresponding to the given SNR 

6. Convert the signal to Q8.8 fixed-point format 

7. Save the signal to a text file for Verilog simulation 

8. Return the generated signal 
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Results & Discussion 

This section presents the results of the MATLAB-generated signals and Verilog-based 

sequence detection. The performance of the system is evaluated based on constellation 

diagrams, modulation detection accuracy, and sequence identification under different 

noise conditions. 

Constellation Diagrams 

Constellation diagrams visually represent the I/Q components of the received signals. The 

following approach has been used in generating the constellation plots for BPSK, QPSK, and 

16-QAM. 

(a) BPSK Constellation Diagram 

 Ideal BPSK: Two points along the real axis. 

 Noisy BPSK: Points slightly dispersed due to noise. 

(b) QPSK Constellation Diagram 

 Ideal QPSK: Four points forming a square. 

 Noisy QPSK: Scattered points indicating phase shifts due to noise. 

(c) 16-QAM Constellation Diagram 

 Ideal 16-QAM: A 4×4 grid representing symbol positions. 

 Noisy 16-QAM: Symbols are dispersed due to AWGN. 

The constellation diagrams for BPSK, QPSK and 16-QAM are depicted in Fig.4.1, 4.2, and 4.3 

respectively. 

 

Fig.4.1. BPSK Constellation 
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Fig.4.2. QPSK Constellation 

 

Fig.4.3. 16-QAM Constellation 

 

Performance Analysis 

The accuracy of modulation detection is evaluated using a confusion matrix comparing 

predicted modulation types with actual values and is tabulated in Table 4.1. 

 

Table 4.1. Detection Accuracy 

 

Modulation  Accuracy 

BPSK 98.7 

QPSK 97.4 

16-QAM 95.2 

 

Results indicate that BPSK detection achieves the highest accuracy, while 16-QAM is more 

affected by noise due to denser constellation points. 

The impact of Noise (SNR vs. Accuracy) is tabulated in Table 4.2. 

Table 4.2. Impact of Noise 

SNR (dB)  BPSK Accuracy 

(%) 

QPSK Accuracy 

(%) 

16-QAM Accuracy 

(%) 

30 99.5 98.9 97.1 

20 98.7 97.4 95.2 

10 95.2 92.5 85.6 

5 87.4 78.1 62.3 
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The results of Table 4.2 indicate that detection accuracy drops significantly for low SNR 

values, especially for 16-QAM, due to overlapping constellation points. 

The Verilog test bench wave forms for each modulation scheme is shown in Fig.4.4, 4.5, and 

4.6. 

 

Fig.4.4. BPSK signal detection 

 

Fig.4.5. QPSK signal detection 
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Fig.4.6. 16-QAM signal detection 

 

Conclusion & Future Work 

In this work, a multi-modulation sequence detection system integrating MATLAB for signal 

generation and Verilog for real-time classification is implemented. The proposed system 

outperforms threshold-based methods while maintaining lower complexity than ML-based 

approaches. The obtained simulation results indicate that detection accuracy of BPSK is higher 

in comparison to the other two modulation schemes.   

 

Future research will focus on extending the framework to support higher-order modulations 

such as 64-QAM and OFDM-based schemes. Additionally, an FPGA implementation will be 

developed to evaluate real-time hardware performance and energy efficiency. 
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