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Abstract – Nowadays security of a nation including its citizens which is regarded as a duty of 

government and given higher priority to reduce crime incidence. As data mining techniques are 

appropriate to apply on high volume crime dataset and knowledge extracted from data mining 

techniques will be beneficial to the police department to prevent crimes. So, in this paper crime 

data clustering is done by performing k-means clustering with grasshopper optimization algorithm 

on crime dataset using R-Studio tool. 
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1. Introduction 

The crime data available is in both the forms structured form and unstructured form. 

Structured form is written criminal record and unstructured forms are image, audio and video from 

surveillance. The all collected data will be put up together and the bulk of the data will contribute 

to the understanding of the events happened in past and based on the crime patterns what is more 

likely to happen in future. With such kind of crime prediction available, it can help the law 

enforcement agencies or respected police departments to take necessary actions by understanding 

the crime patterns.  

Government invests significant money and time in developing reliable decision support 

systems in order to make timely decisions to prevent future crimes in a nation. The quality and 

availability of data have a direct impact on a decision-making approach and the outcome of its 

operations. 

Crime in India has been recorded since the British period, with comprehensive statistics 

now collected annually by the National Crime Records Bureau (NCRB), under the Ministry of 

Home Affairs (India) (MHA). As the volume of data increasing day by day, it is necessary to 

organize those data to improve the quality and availability of data. The statistics of different types 

of crimes are maintained in the repository. Grouping those data under different crime head is an 

important and risky task. A crime analyst or police officer can analyze and understand crime 

statistics once they are categorized of clustered under respective crime head. There are some 

clustering and classification algorithms available in data mining technique to cluster and classify 

the crime data.  
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k-means clustering is one of clustering algorithms which is very familiar and most applied 

clustering technique to cluster large volume of data, but the drawback is due to the iterative nature 

of K-Means and random initialization of centroids, K-Means may stick in a local optimum and 

may not converge to global optimum. So, bio-inspired optimization algorithms can be hybridized 

with k-means to optimize the cluster centroids for better clustering performance. In this work, 

grasshopper optimization algorithm is used for cluster centroid optimization. 

2. Methodology 

The proposed methodology is to implement grasshopper optimization algorithm to 

optimize cluster centers so that the performance of k-means clustering will be improved and does 

achieve global optimum. At first, k-means clustering is performed on crime data to generate N 

number of sets and each set contains set of cluster centroids. Then, optimization algorithm is 

applied on this set of cluster centers to optimize the centers and end with global best among them. 

The final value from this optimization is referred as optimum solution. These optimized cluster 

centers are initialized in k-means clustering to group the crime data and this time k-means achieves 

global optimum.  

 

Fig.1. Framework of data extraction model 

The crime data considered for this work is acquired from news websites like India Today, 

Times of India, The Hindu, etc.  and specially concentrated on crimes against women in India. 

Fig.1, represents the framework of data extraction model. The data is in the form of text which is 

the headline of the crime incident. Initially there were more than 50,000 records gathered from 

various newspapers. Crime records are collected under three types violent crimes against women 

in India they are; rape, rape & murder and kidnap / abduction. Crime data are collected by using 

the web-scraping technique. After data preprocessing there were more than 5000 records under 
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each crime head. Among them, only thousand records from each crime head is selected randomly 

to test the proposed clustering approach.  

 

Fig.2. Architecture of proposed approach 

 

Steps involved in proposed approach are given below, 

• Crime text dataset contains news headlines of crime events occurred in India. Each row 

represents different crime event. 

• This dataset is filtered to remove incomplete and inappropriate records.  

• After that text preprocessing is carried out to remove stop words and punctuation, text 

tokenization and stemming. 
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• k-means clustering applied to generate initial population for grasshopper optimization. 

This initial population contains a set of cluster centroids. 

• Grasshopper optimization is applied to optimize these cluster centers and find the global 

optimum. 

• Again, k-means clustering is initialized with this optimized cluster center and clustered the 

data objects. 

• Final cluster result is interpreted and analyzed. 

3. Experimental Setup 

a) K-means Clustering 

K-means clustering is one of the methods of cluster analysis which aims to partition n 

observations into k clusters in which each observation belongs to the cluster with the nearest mean.  

b) Process 

Initially, number of clusters must be known, here the dataset contains crime headlines 

under three crime heads, rape, rape and murder, and kidnap or abduction. Maximum number of 

iterations is 500. At first, k-means starts with randomly picked instances as cluster centroids and 

forms the cluster. Then, iteratively calculates cluster mean and reforms the clusters until it reaches 

maximum number of iterations or it converges. After the maximum number of iterations, all set of 

cluster centers are converted to data frame for optimization. 

c) Grasshopper Optimization 

Initial population of grasshopper optimization is the set of cluster centers which is in matrix 

form. Each row represents centers of each cluster k. Aim of grasshopper optimization is to find 

optimal clustering centers among population according to the objective function value (Euclidean 

distance measure). After that, optimal cluster centers are initialized with k-means clustering to 

cluster data objects. And finally, the performance of this approach is measured based on some 

cluster analysis metrics. They are, standard deviation, within cluster sum of square, between cluster 

sum of square and average silhouette score. The performance of proposed approach is compared 

with other three methods, simple k-means, FOA - k-means and MFO - k-means based on above 

said metrics. 

d) Dataset Description 

The dataset contains three thousand records where each line is a heading news of a crime. 

In Fig.3, it shows crime headings before text preprocessing. Text preprocessing is the step to 

remove stop words, punctuations, numbers, unwanted white spaces and word stemming. The 

concept here is to keep only important keywords of crime headings those are necessary for 

understanding the crime type. 
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Fig.3. Dataset before text preprocessing  

In Fig.4, it shows crime headings after preprocessing. It clearly understandable that, all unwanted 

words and numbers are removed from original text and remaining are important keywords those 

are used to distinguish the crime type. Here, the clustering technique is applied to the given dataset 

to cluster them using the type of the crime. 

 

Fig.4. Dataset after text preprocessing  
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4. Results and Discussion  

First and important step in clustering is to choose the number of clusters to be formed. 

Choosing optimum number of clusters can provide better clustering result. Here, elbow method is 

used for that with the help of within sum of squares (WSS) measure. Below Fig.5. represents graph 

produced by elbow method. The points in the graph are the intersection of number of clusters (K) 

on X axis and value of WSS on Y axis. The point from where the WSS goes down gradually is the 

elbow point and the number of clusters on that point is chosen as optimum number of clusters. In 

this graph the elbow point is 4 hence the optimum number of clusters K = 4.  

In Fig.6. it represents word cloud produced from the text dataset, it shows the frequent 

terms or words of the text dataset. The word which is bigger in size is the most frequent word 

among other words, second bigger word is the second most frequent word among them. In this 

figure, rape is the most frequent word, murder is the second bigger word followed by abduct and 

kidnap. Cluster size is the number of data objects in that cluster. Here, cluster 1 contains 380 data 

objects, cluster 2 contains 376 objects, in cluster 3 there are 425 objects and in cluster 4 there are 

1819 objects.  

 

Fig.5. Elbow method- optimul number of clusters 

 

Fig.6. Word cloud  
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Table1. Terms and their frequencies with respect to the cluster 

Terms frequency Cluster 1 Cluster 2 Cluster 3 Cluster 4 

Rape 29 - 39 1724 

Abduct - 27 425 124 

Gangrape - 377 - - 

Kidnap 380 24 - 110 

Murder 20 180 23 1078 

Girl 36 56 55 430 

Woman 23 41 20 177 

Ransom 16 - 20 - 

  

Initially the text dataset contains 3000 rows. Each row represents headline of a crime 

incident. After text preprocessing all stop-words are removed only keywords are kept for further 

analysis. These keywords are known as tokens; hence each row contains only the tokens. After 

that the dataset is copied to a data-frame and then converted to term document matrix where all 

tokens are represented in numerical value based on their frequency.  

All these tasks are accomplished with the help of a R-library called as tm (text mining). Then, 

these matrix rows are clustered based on their frequency values. As said before, number of clusters 

(k) chosen was 4, hence 4 clusters are formed. Table1, consists terms and their frequencies in all 

clusters. Rape in cluster 4, abduct in cluster 3, gangrape in cluster 2 and kidnap in cluster 1 are 

frequent terms of the respected cluster. 

Cluster quality metrics are the measures to obtain the quality of the clusters. There were three 

quality measures used here, WCSS, BCSS and cluster percentage. It clearly shows that k-means 

with grasshopper optimization gives better result than simple k-means for clustering crime text 

dataset.  Table.2. represents cluster quality measures used to test the proposed clustering approach 

on news headlines data. 

 

Table 2. cluster quality metrics 

Metrics KM-GOA Simple K-Means 

WCSS 1353.12 2134.64 

BCSS 3565.89 2784.37 

Percentage  72.5 % 56.6 % 
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a) Word cloud of cluster1 

 
b) Word cloud of cluster2 

 
c) Word cloud of cluster3 

 
d)Word cloud of cluster4 

Fig.7. word cloud of different clusters 

 

Fig.7, is the pictorial representation of Table1, it displays the frequent terms of each cluster.  

 

5. Conclusion 

In this proposed work k-means clustering is optimized by grasshopper optimization 

algorithm for clustering crime dataset. Crime dataset used in this work contains text data which 

are web scraped from Indian news websites like Times of India, India Today and The Hindu. Crime 

incidents related to crime against women category only scraped from websites and stored in 

dataset. After applying necessary text preprocessing methods, the text document clustering is done. 

The optimum number of clusters k=4 is chosen by applying elbow method, hence the number 

clusters formed is four. These clusters contain frequent terms of crime text data. The four clusters 

are formed based on the frequency of terms in the dataset. The frequent terms in cluster1, cluster2, 

cluster3 and cluster4 are kidnap, gangrape, abduct and rape respectively. Clusters quality metrics 

show that k-means with grasshopper optimization is better than simple k-means for clustering 

crime dataset presented in this paper. This proposed method will be very useful in grouping the 

crime headlines with respect to the crime category.  
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