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Abstract:  

To approximate the numerical answer of linear second-order regular differential equations with 

combined boundary situations, we recommend a Deep Learning primarily based 

totally Galerkin Method primarily based totally on deep neural community getting to know 

algorithms. Deep getting to know is blended with the Galerkin Method on this method. Instead 

of mixing linear foundation functions, deep neural networks are used withinside the proposed 

work. To fulfill the differential operators and boundary situations, we use the gradient descent 

set of rules to teach the neural community mesh-unfastened with out meshing. Furthermore, 

the convergence of the loss characteristic and the convergence of the neural community to the 

precise answer withinside the L2 (Eulidean Distance) norm below sure situations show the 

approximate cappotential of a neural community. Last however now no longer least, a few 

numerical experiments display the neural networks' intuitive cappotential to approximate. 

Keywords: Differential Equation, Neural Network, Boundary Condition, Galerkin Method. 

Introduction:  

In the Differential Equations (DE) may explain mathematical models in a variety of disciplines. 

Since the inception of calculus theory, DEs have been utilized to explain a variety of natural 

phenomena and applied to several scientific and industrial applications. High-dimensional 

differential equations are used withinside the fields of physics, engineering, and aerospace, 

mailto:10singh.raghvendra@gmail.com
mailto:yadav.vikasdeep89@gmail.com
mailto:naikpurvi2004@yahoo.co.in
mailto:pushpendrasaini22@gmail.com


IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
 

Research paper                                      © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 11, Iss 10,Oct  2022 

 

2249 | P a g e  
 

amongst others. Unfortunately, the answers of the bulk of DEs can not be 

represented withinside the shape of analytic answers, for this reason their numerical answers 

are in particular significant. Although numerous numerical approaches, together with the finite 

distinction method, finite detail method, and finite quantity method, had been evolved up to 

now for fixing DEs, those techniques nonetheless have a few limitations [1-3]. Concerning 

troubles of extra dimensionality, the computing value of the boom in grid factors will increase 

exponentially with dimension. Consequently, locating numerical answers has been a problem 

for a completely lengthy time. 

Literature Survey:  

The deep neural network model has demonstrated great success in artificial intelligence as a 

result of the enormous development of accessible data and computational resources. Recent 

research  suggests that neural networks may be used to solve DEs. Deep neural networks with 

several layers do remarkably well at representing complex datasets. Moreover, [4-7] proposes 

a variety of efficient techniques for solving high-dimensional DEs. In the majority of these 

studies, only numerical calculations and illustrations of the validity of numerical solutions are 

presented.  

A short assessment of Deep Convolution Neural Networks and the consequences in their 

experiment. They have carried out Alex Net on Dell Pentium processor the usage of MATLAB 

deep studying toolbox. They have labeled 3 picture datasets. The first dataset carries 4 hundred 

photos of kinds of animals that had been labeled with 99.1 percentage accuracy. The 2nd 

dataset carries 4 thousand photos of 5 kinds of plant life that had been labeled with 86.sixty 

four percentage accuracy. In the primary and 2nd datasets, seventy percentage of randomly 

selected samples from every magnificence had been used for education. The 0.33 dataset 

carries 40 photos of stained pleura tissues from rat lungs are labeled into training with seventy 

five percentage accuracy. In this records set 80 percentage of randomly selected samples had 

been utilized in education the model. 

Here, based on the architecture of, we directly use the deep Galerkin Method to solve second-

order differential equations without using the Monte Carlo Method [8-12]. This approach is 

distinct from the classic Galerkin Method since it combines the Galerkin Method with deep 

learning. The deep Galerkin Method substitutes the linear combination of basis functions with 

a deep neural network. We train the neural network using a random sample of space points and 
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the gradient descent approach to fulfill the differential operators and boundary constraints. We 

do not need to create a grid for this procedure. The deep Galerkin Method can solve high-

dimensional DEs for this reason as well. The provided approach is far easier and more 

successful. In addition, we derive the convergence of both the loss function and the neural 

network. Finally, numerical experiments illustrate the performance of the strategy. A new 

discussion about optimization techniques like soft computing, fuzzy logic and managerment 

techniques like inventory and supply chain management by (24-56).  

The 3 adaptive strategies to enhance the computational overall performance of deep neural 

network (DNN) strategies for high-dimensional differential equations (DEs). They are the 

adaptive desire of the loss feature, adaptive activation feature, and adaptive sampling, all of 

with a purpose to be implemented. They are the adaptive desire of the loss feature, adaptive 

activation feature, and adaptive sampling, all of with a purpose to be implemented to the 

schooling manner of a DNN for Des. Several numerical experiments have proven that their 

adaptive strategies substantially enhance the computational accuracy and boost up the 

convergence pace mean “without”. Several numerical experiments have proven that their 

adaptive strategies substantially enhance the computational accuracy and boost up the 

convergence pace with out a want to growth the variety of layers or the variety of neurons of a 

DNN.  

In this part, diverse researchers gift their outcomes and strategies, increasing at the previous 

commonly used. In this part, diverse researchers gift their outcomes and strategies, increasing 

at the previous have a look at of a layout and implementation studies at the Galerkin Method. 

A new iterative energy and amplitude correction (IPAC) set of rules to simulate nonstationary 

and non-Gaussian techniques. The proposed set of rules is rooted withinside the idea of 

defining the stochastic techniques withinside the remodel area, that's elaborated and extended. 

The set of rules extends the iterative amplitude-adjusted Fourier remodel set of rules for 

producing surrogate and the spectral correction set of rules for simulating desk bound non-

Gaussian techniques. The IPAC set of rules may be used with one-of-a-kind famous transforms, 

including the Fourier remodel, S-remodel, and non-stop wavelet transforms. The objectives for 

the simulation are the marginal chance distribution feature of the manner and the energy 

spectral density feature of the manner this is described primarily based totally at the variables 

withinside the remodel area for the followed remodel.  
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Galerkin Method Formulation:  

We are directly apply the deep Galerkin Method for solving second-order DEs without using 

Monte Carlo methods. In contrast to the traditional Galerkin Method, this method blends 

Galerkin Methods with machine learning. Rather than combining linear basis functions, the 

proposed method utilizes a deep neural network.  

Let us consider a linear equation 
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The method presented is not only simpler but also more effective.  

    0,j kt t dt        ……… (4) 

To satisfy the differential operators and boundary conditions, we randomly sample the space 

points and use the gradient descent algorithm to train the neural network. This process does not 

require a grid [21-23]. A deep Galerkin is also capable of solving the high-dimensional DEs 

for this reason. The method presented is not only simpler but also more effective. Furthermore, 

we obtain convergence for both the loss function and the neural network. 

We have  
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Significance of Researh 

The technique described employs a deep neural network as opposed to a linear arrangement of 

basis functions. The proposed technique is meshless, and we train the neural network by 

randomly sampling space points and using the gradient descent algorithm to meet differential 

operator and boundary requirements. In addition, the convergence of the loss function and the 

convergence of the neural network to the precise solution in the L2 norm under specified 

circumstances demonstrate the solution's capacity to approach.  

Results & Disussion: 

A Research on the Galerkin Method for the Numerical Solution of Second-Order Linear 

Ordinary Differential Equations with Mixed Boundary Conditions,in explore the boundary 

value numerical solution provided by the finite difference technique of compare our findings 

to those that have previously been acquired to identify an alternative solution to the challenges 

to analyze standard and linear ordinary differential equations. 

 

 

Figure 1: Randomly of Boundary Conditions 
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In develop unique iterative processes for obtaining approximate solutions to fractional 

differential equations, which will be depicted graphically using mathematical software. 

Conclusion:  

In this paper discussion of neural network by randomly sampling space points which issolving 

by gradient descent algorithm to meet differential operator and boundary requirements. In 

addition, the convergence of the loss function, and the convergence of the neural network, to 

the precise solution in the L2 norm under specified circumstances demonstrate the solution's 

capacity to approach the exact .991 Approximate Value. 
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