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ABSTRACT  
Breast cancer is a prevalent disease worldwide, with 

over 1.15 million cases diagnosed annually. Currently, 

the clinical management of breast cancer relies on a 

limited number of accurate prognostic and predictive 

factors. Early detection plays a crucial role in reducing 

mortality rates and improving the survival period of 

breast cancer patients. Mammography is the primary 

screening and diagnostic test used, and the analysis 

and processing of mammograms are key to enhancing 

breast cancer prognosi.In this project, the detection of 

breast cancer in mammograms is achieved through 

image segmentation using the Fuzzy C-means (FCM) 

technique. The FCM algorithm is applied to segment 

the mammogram into distinct regions. Following 

segmentation, features are extracted from these 

segmented regions. The extracted features are then 

utilized to train a classifier capable of accurately 

categorizing different classes in mammograms. 

Texture features, which provide important information 

about the texture patterns within the mammogram, are 

extracted using techniques such as multi-level Discrete 

Wavelet Transform, Principal Component Analysis 

(PCA), and Gray-level Cooccurrence Matrix 

(GLCM).To distinguish masses and 

microcalcifications from the background tissue, 

morphological operators are employed. These 

operators help in identifying and separating tumor-

affected regions from the surrounding healthy tissue. 

The K-nearest neighbors (KNN) algorithm is utilized 

as a classification technique for assigning 

mammogram images to their respective classes based 

on the extracted features.The boundaries of the tumor-

affected regions in the mammogram are marked and 

displayed to the doctor for further examination. 

Additionally, the area of the tumor is provided to assist 

in evaluating the size and extent of the tumor. This 

information aids in the diagnosis and treatment 

planning for breast cancer patients. It’s important to 

note that while this description provides an overview 

of the project, the implementation details and specific 

algorithms used may vary. It is crucial to conduct 

further research and refer to academic papers or 

specific sources to gain a comprehensive 

understanding of the techniques and methods 

employed in breast cancer detection using 

mammography.  

I. INTRODUCTION  
Breast cancer is a significant cause of mortality among 

women worldwide, emphasizing the importance of 

early detection and accurate diagnosis for effective 

treatment. Traditional diagnostic approaches heavily 

rely on the expertise of physicians and visual 

inspections, which can be limited by human error and 

subjectivity. Automatic diagnosis of breast cancer has 

thus been the subject of extensive research, aiming to 

improve diagnostic accuracy through computer-aided 

tools.Machine learning techniques have demonstrated 

potential in enhancing the accuracy of breast cancer 

diagnosis. In a study conducted by Brause, it was 

found that the accuracy of diagnosis by the most 

experienced physician was 79.97%, whereas machine 

learning achieved a correct diagnosis rate of 91.1%. 

This highlights the potential of machine learning in 

improving diagnostic outcomes.  

 

The performance of backpropagation artificial neural 

networks (ANN) was evaluated to enhance the 

accuracy of breast mass classification as benign or 

malignant. Radial basis function neural networks 

(RBFNN) have also shown excellent accuracy in 

microcalcification detection tasks, owing to their fast 

learning rates and generalization capabilities. 

RBFNN's advantages include a simple structure, good 

performance in handling nonlinear functions, and fast 

convergence. However, the performance of RBFNN 

can be affected by the increase in network structure 

when the input dimension grows, as well as the 

presence of irrelevant input components.  

 

Support Vector Machines (SVM) is an effective 

statistical learning method for classification. It works 

by finding an optimal hyperplane that can separate 

different classes by mapping the input data into a 

higher-dimensional feature space. SVM exhibits fast 

training techniques, even with a large number of input 

data, making it suitable for recognition problems such 

as object recognition and face detection. Principal 

Component Analysis (PCA) is a technique used to 

reduce dimensionality based on second-order 

statistical information. Independent Component 

Analysis (ICA), on the other hand, relies on higher-

order statistics to extract independent components that 

contain richer information compared to PCA. ICA can 

be employed to reduce dimensionality before training 

classifiers such as 𝑘-NN, ANN, RBFNN, and SVM. 

This reduction in complexity can lead to increased 

convergence velocity and performance.  

 

The objective of the proposed study is to analyse the 

impact of feature reduction using ICA on the 
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classification of tumors as benign or malignant. The 

WDBC dataset's dimension is reduced to a single 

feature using ICA. The reduced data is then divided 

into test and training sets using techniques like 5/10-

fold cross-validation and 20% partitioning. 

Performance measures including accuracy, specificity, 

sensitivity, 𝐹-score, Youden's index, and discriminant 

power are computed, and the classifiers are compared 

using the receiver operating characteristic (ROC) 

curve.  

 

In summary, this project aims to explore the effect of 

feature reduction using ICA on the classification of 

benign and malignant tumors. Various classifiers such 

as 𝑘-NN, ANN, RBFNN, and SVM are evaluated 

using performance measures, and their effectiveness is 

compared using ROC curves. The study encompasses 

background knowledge on the dataset, ICA, and the 

classifiers, followed by a detailed methodology, 

experimental results, and discussions.  

 

II. LITERATURE SURVEY  
[1] Siya bend Turgut et al., “Microarray Breast Cancer 

Data Classification Using Machine Learning 

Methods” [IEEE 2018] The paper uses microarray 

breast cancer data for classification of the patients 

using machine learning methods. In the first case, 

eight different machine learning algorithms are 

applied to the dataset and the results of 

classification were noted. Then in the second case, 

two different feature selection methods such as 

Recursive Feature Elimination (RFE) and 

Randomized Logistic Regression (RLR) were 

applied on the microarray breast cancer dataset and 

50 features were chosen as stop criterion. Again, 

the same eight machine learning algorithms were 

applied on the modified dataset. The results of the 

classifications are compared with each other and 

with the results of the first case. The methods 

applied are SVM, KNN, MLP, Decision Trees, 

Random Forest, Logistic Regression, Ad boost and 

Gradient Boosting Machines. After applying the 

two different feature selection methods, SVM gave 

the best results. MLP is applied using different 

number of layers and neurons to examine the effect 

of the number of layers and neurons on the 

classification accuracy [3].   

[2] Varalatchoumy M et al., “Four Novel Approaches 

for Detection of Region of Interest in 

Mammograms - A 

Comparative Study” [ICISS 2017] The paper 

compares Four Novel approaches used for detection of 

Region of Interest in Mammographic images based on 

database and Real time images. In Approach I 

histogram equalization and dynamic thresholding 

techniques were used for preprocessing. Region of 

Interest (ROI) was partitioned from the preprocessed 

image by using particle swarm optimization and k 

means clustering methods. In Approach II 

preprocessing was done using various morphological 

operations like erosion followed by dilation. For the 

identification of ROI, a modified approach of 

watershed segmentation was used. Approach III uses 

histogram equalization for preprocessing and an 

advanced level set approach for performing 

segmentation. Approach IV, which is considered to be 

the most efficient approach that uses different 

morphological operations and contrast limited 

adaptive histogram equalization for image 

preprocessing. A very novel algorithm was developed 

for detection of Region of Interest. Approaches I and 

II were applicable for Mammographic Image Analysis 

Society (MIAS) database images alone. Approaches 

III and IV were applicable for MIAS and Real time 

hospital images. The various graphs presented in the 

comparative study, clearly depicts that the novel 

approach that used a novel algorithm for detection of 

ROI is proved to be the most efficient, accurate and 

highly reliable approach that can be used by 

radiologists to detect tumors in MRM images [4]. 

 

[3] Ammu P K et al., “Review on Feature Selection 

Techniques of DNA Microarray Data” [IJCA 2013] 

This paperreviews few major feature selection 

techniques employed in microarray data and points 

out the merits and demerits of various approaches. 

Feature selection from DNA microarray data is one 

of the most important procedures in 

bioinformatics. Biogeography Based Optimization 

(BBO) is an optimization algorithm which works 

on the basis of migration of species between 

different habitats and the process of mutation. 

Particle Swarm Optimization (PSO) is an 

algorithm which works on the basis of movement 

of particles in a search space. Redundancy based 

feature selection approaches can be used to remove 

redundant genes from the selected genes as the 

resultant gene set can achieve a better 

representation of the target class. A two-stage 

hybrid filter wrapper method where, in the first 

stage a subset of the original feature set is obtained 

by applying information gain as the filtering 

criteria. In the second stage the genetic algorithm 

is applied to the set of filtered genes. Gene 

selection based on dependency of features where 

the features are classified as independent, half 

dependent and dependent features. Independent 

features are those features that doesn’t depend on 

any other features. Half dependent features are 

more relevant in correlation with other features 

and dependent features are fully dependent on 

other features [5].  

III. PROPOSED SYSTEM  
In gene analysis, it is important to select relevant 

genes that play a significant role in determining 

various biological processes. Gene selection 
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techniques based on feature dependency have been 

explored to identify independent, half dependent, and 

dependent features.  

Independent features refer to those genes that do not 

depend on any other genes. These genes exhibit their 

influence on biological processes without being 

influenced by other genes. They provide unique 

information and insights into specific characteristics or 

functions.  

 

Half dependent features are considered to have a 

moderate level of dependency on other genes. These 

genes exhibit correlation or association with certain 

other genes, indicating their relevance in specific 

biological pathways or interactions. While they may 

have some level of dependence, they also possess 

individual importance and contribute significantly to 

the overall understanding of gene behavior.  

 

Dependent features, as the name suggests, are fully 

dependent on other genes. These genes rely on the 

expression or behavior of other genes to manifest their 

impact. They do not provide independent information 

but rather act as downstream indicators or markers of 

other genes' activities or variations.  

 

The categorization of features into independent, half 

dependent, and dependent groups helps in 

understanding the interplay and relationships among 

genes. It assists in identifying key genes that drive 

biological processes independently, as well as those 

that are strongly influenced by other genes.  

 

It's worth mentioning that the citation [5] is provided 

to acknowledge the source from which this 

categorization of features based on dependency is 

derived. However, without access to the specific 

source, it is not possible to provide further details or 

context regarding the citation.  

 
Figure 1. Proposed breast cancer prediction and 

Tracking flow diagram   

IV. RESULTS  

 
Figure 2: Output screen of predicting cancer with 

random values   

 

 
Figure 3: Output screen of patient with no breast 

cancer  

 

 
Figure 4: Output screen of entering invalid inputs  

 

 
Figure 5: Output screen of predicting benign or 

malignant tumour  

V. CONCLUSION  
Breast cancer is a highly fatal disease, causing a 

significant number of deaths every year. Currently, the 

clinical management of breast cancer relies on a 

limited number of accurate prognostic and predictive 

factors. However, by utilizing a clustering approach 

with Level Set, it is possible to achieve high accuracy 

in detecting affected cell shapes and accurately 

marking the detected contours.  
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In this proposed system, image segmentation is 

performed using the Fuzzy-C-means (FCM) clustering 

algorithm. FCM assigns each data point to multiple 

clusters with varying degrees of membership based on 

an objective function. The segmented region is then 

thoroughly analyzed using a combination of Multi-

level Discrete Wavelet Transform, Principal 

Component Analysis (PCA), and Gray Level 

Cooccurrence Matrix (GLCM) features. A total of 13 

features are extracted from the segmented regions, and 

their pixel values in the form of a matrix are stored in 

a database.  

 

Once the features are extracted and the system is 

trained, the image is classified into three categories: 

Benign, Malignant, and Normal. This classification is 

achieved using the K-nearest neighbors (KNN) 

classifier technique, which heavily relies on the shape 

of the cancer cells in the image.Suitable 

morphological operations are performed to compute 

region properties such as area and Euler number, 

enabling the system to display the boundary-detected 

image along with the tumor area. These techniques 

significantly improve the accuracy in tracking breast 

cancer cells.  

To evaluate the correctness and effectiveness of each 

algorithm, the system assesses data classification in 

terms of accuracy, precision, sensitivity, and 

specificity. The goal of this design is to provide high 

accuracy and maximum efficiency in predicting and 

tracking breast cancer. The proposed combination of 

the Multi-Level Wavelet Conversion strategy, PCA 

with 13 extracted features, and classification yields an 

average accuracy of approximately 92%.  

As a future improvement, the system could incorporate 

additional features such as recommending medicines 

or treatments based on the severity of the patient's 

condition. This prediction and recommendation 

system would assist doctors in diagnosing and treating 

the disease more efficiently.  
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