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Abstract— The fabulous growth of Intelligence Computing leads to the progress of Human Computer Interaction. The Human 

Nervous System and behavior patterns interactive with intelligence based machine. Now a days, Lot of researchers are 

concentrate in this area. In this paper, we analysis the existing methodology and also find the feature selection methods. We 

propose a new Feature Selection method such as Z-Test, Population Variance, Population Standard Deviation, Sample 

Variance and Sample Standard Deviation. It will outperformed better than some of the benchmark feature selection 

Methodology.     

 

Index Terms—Human Computer Interaction, Feature Selection, Intelligence Computing 

 
I. INTRODUCTION 

Human Computer Interaction (HCI) has expanded rapidly 

and steadily for more than four decades. From its origins in 

human factors engineering and cognitive science into an 

acclaimed discipline, attracting academics and industry 

professionals into a multidiscipline dialogue integrating 

diverse methods, theories and practices. Methodology, 

theory, and practice in the field of HCI all share similar 

goals of producing interactive artefacts that can be utilised 

efficiently, effectively, safely, and with additive user-

satisfaction[1]. 

HCI is simply a hardware and software communications 

system that enables humans to interact with their 

surroundings by directly acquiring and analyzing neural 

signals between the brain and the computer. BCIs are 

basically devices that translate changes of the 

neurophysiological activity of the brain into control 

commands for an application [2]. Unlike the conventional 

systems which are controlled by computer, the BCI is 

controlled by human brain signal [3]. The central element of 

a BCI is the translation algorithm that converts 

electrophysiological input from the user into output that 

controls external devices. 

The main aim of this paper is to extract features from raw 

EEG data using statistical feature extraction methods.  Then 

the  features are reduced  using various feature selection 

methods. The feature selection methods are evaluated in 

terms of classification accuracy obtained with SVM 

Classifiers. Figure1. Shows the organization of proposed 

BCI system.  

Figure 1:Flowchart for Proposed BCI System 

 

The rest of this paper is organized as follows. Section II 

focuses on the the literature review, Section III presents the  

Dataset Description, Section IV describes the Feature 

Extraction, Section V presents the Feature Selection 

methods, Section VI describes the Measures of the 

Performance Evaluation,  Section VII describes  Results and 

Discussions, Section VIII presents the Conclusion. 

 
II. LITERATURE REVIEW 

Samira Vafay Eslahi et.al.,[4] proposed the GA which 

performs as a searching engine to find the best combination 

of the features and classifications. The features used here are 

Katz, Higuchi, Petrosian, Sevcik, and box-counting 

dimension (BCD) feature extraction methods. These features 

are applied to the wavelet subbands and are classified with 

four classifiers such as adaptive neuro-fuzzy inference 

system (ANFIS), fuzzy k-nearest neighbors (FKNN), 

support vector machine (SVM) and linear discriminant 

analysis (LDA). Due to the huge number of features, the GA 

optimization is used to find the features with the optimum 

fitness value (FV). Results reveal that Katz fractal feature 

estimation method with LDA classification has the best FV. 

 
Izabela Rejer [5] proposed the  comparison of two methods 

of feature selection – PCA (Principal Components 

Analysis), which is a BSS (Blind Source Separation) 

method, and method using features from the original feature 

space. The methods were compared in terms of 

classification accuracy obtained with neural classifiers using 

selected features. The comparison was carried out with a 

data set submitted to the second BCI Competition (data set 

III – motor imaginary). The data set was recorded from a 

normal subject (female, 25 years old) which task was to 

control a feedback bar by means of imagery of left or right 

hand movements. The data set contains 140 EEG signals, 

measured over three canals: C3, Cz and C4, sampled with 

128Hz and preliminary filtered between 0.5 and 30Hz. In 

order to perform analysis, the signals were refiltered in 12 

different frequency bands and signal power was calculated, 

https://arxiv.org/search/cs?searchtype=author&query=Eslahi%2C+S+V
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separately per each frequency band and each second of the 

recording. 

Michael Schroder et.al.,[6] proposed a feature selection 

approach based on a genetic algorithm (GA) to pick most 

promising channels of EEG signals for the classification via 

support vector machines (SVM). The results of this method 

are then compared to physiologically motivated feature 

selection methods and - where applicable - also to the brute 

force choice of channels. 

 

Aiming Liu et.al.,[7] proposed a novel feature selection 

method based on the firefly algorithm and learning automata 

for four-class motor imagery EEG signal processing to avoid 

being entrapped in the local optimum. After feature 

extraction using a method of combining CSP and LCD from 

the EEG data, the proposed feature selection method FA-LA 

is used to obtain the best subset of features, and the SRDA is 

utilized for classification. Both the fourth brain–computer 

interface competition data and real-time data acquired in our 

physical experiments were used to confirm the validation of 

the proposed method. Experimental results show that the 

proposed FA-LA further improves the recognition accuracy 

of motor imagery EEG, mainly decreases the dimensions of 

the feature set, and is capable of operating in a real-time BCI 

system. 

 

Wei-Yen Hsu[8] proposed a BCI system for the 

classification of MI EEG data. Several potential  features 

such as AAR parameters, spectral power, asymmetry ratio, 

coherence and PLV are extracted and then combined. Next, 

the GA is used for feature selection from the feature 

combination, which significantly enhances classification 

accuracy. Finally, SVM is used for classification. The 

experimental results demonstrate that feature selection using 

GA can further improve performance, and SVM is a 

satisfactory classifier in the applications of BCI work. 

 

III. DATASET DESCRIPTION 

Experimental paradigm  

The data sets of EEG data were recorded from several 

healthy subjects. The cue-based BCI paradigm consisted of 

two/three motor imagery tasks, namely the imagination of 

movement of the left hand (LH), right hand (RH) and both 

feet (F). Several sessions on different days were recorded for 

some subjects, the data of each session was stored in one 

data file respectively. In this work we consider only the two 

class datasets. 

The subjects were sitting in a comfortable armchair in front 

of a computer screen. At the beginning of a trial, the screen 

is blank. After two seconds (t=2s), a cue in the form of an 

arrow pointing either to the left, right or down 

(corresponding to three classes of LH, RH and F) appeared 

and stayed on the screen for a specific duration (3-10 sec). 

This prompted the subjects to perform the desired motor 

imagery task. The subjects were requested to carry out the 

motor imagery task until the cue disappeared from the 

screen and try to avoid the eye blinking or eye movements 

during the imagination. A 2 seconds break followed when 

the cue is disappeared. This procedure is repeated 30-100 

times for each run with the random cue sequence. The 

paradigm is illustrated in Figure 2. For each subject, the first 

run is called initialization procedure which only presents the 

cues without any feedback. Based on the online BCI 

classifier trained on the EEG data recorded from the 

initialization run, the system is able to present the system 

feedback online by several red bars representing the 

classification output for left hand, right hand and feet 

commands.  Meanwhile, the EEG data with class labels are 

recorded. The experiments conducted in different days for 

the same subject are called different sessions.   

 

Data recording 
In this data sets, the two devices of g.tec (g.USBamp) and 

Neuroscan (SynAmps RT) were used for recording the EEG 

signals. The EEG signals were band-pass filtered between 

2Hz and 30Hz with sample rate of 256Hz and a notch filter 

at 50Hz was enabled for g.tec whereas the band-pass filter 

between 0.1Hz and 100Hz with sample rate of 250Hz was 

applied for Neuroscan device. The signals are measured in 

µV and V for Neuroscan and g.tec respectively. The number 

of electrodes was different in the data sets, the configuration 

of 5, 6 and 14 channels were  used in different data sets. 

This aims to develop the BCI system with electrode number 

as fewer as possible. The electrodes montage is shown in 

Figure 3. The green and blue electrodes were used in data 

set with 14 channels, which mainly focus on the motor and 

sensorimotor area, the blue electrodes were used in data set 

with 6 channels. For 5 channels data set, the electrodes of 

C3, Cp3, C4, Cp4, Cz were used to record the EEG signals.  

 

 

 

Figure 2: Timing scheme 

for paradigm 

Figure 3: Electrodes 

positions 

Data files and format   

The EEG data stored in each data set is organized in 

segment structure, each segment represents a single trial 

with one specific class label.  The variables in each data set 

are: 

 EEGDATA: The 3-way array with size of [channel 

x time x trial]. 'Channel' denotes the number of 

electrodes, 'time' is the duration of each 

imagination task and 'trial' is the number of  motor 

imagery tasks performed in this session.  

 LABELS: vector of target classes (1,2,3) 

corresponding to each trial in variable 'EEGDATA'. 

The length of LABELS equals to the length of 3rd-

mode of variable 'EEGDATA'. 

  Info: structure providing additional information 

with fields 

o S-rate: sampling rate. 

o class: cell array of the names of the motor 

imagery tasks.   

o channels:  cell array of channel labels. 

http://www.gtec.at/products/g.USBamp/gUSBamp.htm
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Table 1 provides the information for each data set file 

including subject ID, motor imagery class, channel 

number(CN), duration of each imagination task(DUR), trial 

number(TN), sample rate(SR), device name(D) and the 

10x10 folder cross validation performance (accuracy ± 

standard deviation) on this data set. Please note that this 

performance is roughly obtained by basic preprocess, CSP 

feature extraction and LDA classifier. The complete same 

method with same parameters are used to test all data sets 

without selecting the optimal channels, frequency band and 

feature number for each subject's data set. Therefore, this 

results can be used as a general comparison between these 

data sets and is helpful for understanding which data set is  

 

the best and which subject is the best. Each file is recorded 

from an experiment which is independent from others. This 

means we can obtain more data sets with 2-class mental 

tasks for subject C by extracting the subset corresponding to 

the first two classes (left hand & right hand)  of the same 

subject.  Hence, the performance of first two classes data 

sets. In Table 1, the column of class denotes the different 

combination of mental tasks: 

 LH/RF: 2 classes of left hand and right foot;  

Dataset 
Sub

ject  

Cl

ass 

C

N 

DR 

(sec) 
TN 

10x10 CV 

(Acc.±std.) 
SR D 

SubC_6ch

an_2LF_s

3 

C 

L

H/

F 

6 3s 102 0.86±0.02 
256
Hz 

g.t
ec 

Table 1: The detail information of data set 

 

IV. FEATURE EXTRACTION 

Feature extractionis the process of extracting useful 

information from the raw EEG data.  

To compute a feature vector from each of the EEG signals 

recorded by electrodes located at  C3, Cp3, C4, Cp4, Cz, 

Cpz.  Raw EEG dataset which is of size 6 X 102 X 768 

where there are 6 channels, 102 trials and data recorded is 

256 Hz for 3 seconds. Statistical measures such as variance, 

mean, standard deviation, maximum, minimum, sum, mode, 

median, range etcwere used to create features. Which  

resulting that the  size of the dataset become 102 X18.(i,e) 

102 objects and 18 features. 

V. FEATURE SELECTION 

Feature selection is a process that aims to identify a small 

subset of features from a large number of features collected 

in the data set [9].  

The usefulness of a feature or feature subset is determined 

by both its relevancy and redundancy. A feature is said to be 

relevant if it is predictive of the decision feature(s), 

otherwise it is irrelevant. A feature is considered to be 

redundant if it is highly correlated with other features. 

Hence, the search for a good feature subset involves finding 

those features that are highly correlated with the decision 

feature(s), but are uncorrelated with each other[10]. In this 

section, we discuss the FS based on statistical methods such 

as Z-Test, Population Variance, Population Standard 

Deviation, Sample Variance and Sample Standard Deviation 

are used. 

                 Table 2: Statistical Feature Selection Methods 

 

 

VI. MEASURES OF PERFORMANCE  

EVALUATION 

Different measures are used to evaluate the performance of 

the system. We used tenfold cross validations. Confusion 

Matrix includes information about actual and predicted 

classifications applied by a classifier. The data in the matrix 

is using to evaluate the performance of the classifier. In 

Table 3  shows the confusion matrix for a two class 

classifier. It includes TN,TP,FP,FN means True Negative 

,True Positive, False Positive and False Negative 

respectively[11]. 

 

 

 

 

 
 

Table 3: Confusion Matrix 

 
 Table 4: Feature Selection Methods with Order of Ranking 

 

VII. RESULTS AND DISCUSSIONS 

This section presents the results of experimental studies  

using data sets extracted from theRaw  EEGdata. Only  

one Dataset are used in our experiment.  The data set  

named as SubC_6chan_2LF_s3and 18 features are  

used  in the corresponding dataset. 

 

S. 

No 

Feature 

Selection 

Methods 

Attri 

butes 
Order of Ranking 

1 Z-Test 18 f4,f18,f6,f7,f8,f13,f14,f9,f10,f5, 

f17,f16,f15,f3,f11,f12,f2,f1 

2 Population 

Variance 

18 f11,f12,f17,f18,f7,f8,f13,f14,f9,f

10,f6,f5,f16,f15,f3,f1,f2,f4 

3 Population 

Standard 

Deviation 

18 f18,f7,f8,f13,f14,f6,f9,f10,f5,f17,

f16,f3,f11,f12,f15,f2,f1,f4 

4 Sample 

Variance 

18 f6,f18,f7,f8,f13,f14,f5,f9,f10,f2, 

f15,f17,f16,f3,f11,f12,f1,f4 

5 Sample 

Standard 

Deviation 

18 f9,f10,f 7, f8, f13,f14,f5,f1 , 
f17,f6,f2,f1,f3,f11,f12,f4,f16,f15 

S. 

No 

Feature Selection 

Methods 

Formula  

1 Z-Test(ZT)

 

z=  (1) 

2 
Population 

Variance(PV)
 

=  (2) 

3 

Population Standard 

Deviation(PSD) 
  √

∑      

 
 

 

(3) 

4 
Sample Variance(SD)  

  =
∑    ̅  

   
 

(4) 

 

5 

Sample Standard 

Deviation(SSD)   √
∑    ̅  

   
 

 

(5) 

 Predicted 

Negative Positive 

Actual Negative TN FN 

Positive FP TP 
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Statistical Measures of Accuracy

The classification was initially performed on the 

unreduced data, followed by the reduced data, which 

were obtained by using the various  Statistical Measures 

of feature selection techniques. Results are presented in 

terms of classification accuracy. The data presented in 

Table 5 shows the SVM classification  accuracy values 

of different feature selection methods such as Z-Test, 

Population Variance, Population Standard Deviation, 

Sample Variance and Sample Standard Deviation. 

The features are arranged according its rank using 

different feature selection methods, which shows in 

Table 4. The classification accuracy are evaluated using 

all the features, eliminating the features one by one 

from least to high and so on. The recorded classification 

accuracy values  are shown in Table 5. 

 

The feature selection method Ztest, shows the highest 

classification accuracy 87 with seven 

featuresf4,f18,f6,f7,f8,f13 and f14. which are demonstrated 

in Figure 5. 

The feature selection method Population Variance, shows 

the highest classification accuracy 85 with seven features 

f11,f12,f17,f18,f7,f8 and f13. which are demonstrated in 

Figure 6. 

The feature selection method Population Standard 

Deviation, shows the highest classification accuracy 85 with 

have five features f18,f7,f8,f13 and f14. which are 

demonstrated in Figure 7. 

 

The feature selection method Population Standard 

Deviation, shows the highest classification accuracy 85 with 

have six features f6,f18,f7,f8,f13 and f14. which are 

demonstrated in Figure 8. 

The feature selection method Population Standard 

Deviation, shows the highest classification accuracy 86 with 

have six features f9,f10,f 7, f8, f13 and f14. which are 

demonstrated in Figure 9. 

In Figure10 shows highest classification accuracy of all the 

feature selection methods. 

 
Table 5: Classification Accuracy of Various FeatureSelection  

Methods 

VIII. CONCLUSION 

In this paper we mainly focused on statistical measures 

using feature selection methods in Brain computer Interface  

using various statistical approaches such as Z-Test, 

Population Variance, Population Standard Deviation, 

Sample Variance and Sample Standard Deviation  are 

clearly analyzed, The SVM Classification algorithm is used 

to find the classification accuracy. The classification 

performance is evaluated using confusion matrix with 

positive and  negative class values using ten-fold cross 

validation,. while compared to all the five methods Z-Test 

performance is better than the other feature selection 

methods.  
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Figure 5: Z-Test Figure 6: Population Variance 

  

Figure 7: Population Standard  

Deviation 

Figure 8:Sample Variance 

 

 

Figure 9: Sample Standard     

Deviation 

Figure 10: Accuracy of all 

Statistical Measures 

Index Attributes ZT PV PSD SV 
SSD 

1 18 79 76 80 77 
80 

2 17 79 76 81 79 
80 

3 16 80 76 81 79 
81 

4 15 79 78 81 79 
81 

5 14 79 79 81 78 
82 

6 13 79 80 81 79 
82 

7 12 79 81 81 79 
83 

8 11 80 82 83 79 
83 

9 10 80 82 83 80 
83 

10 9 82 83 83 82 
83 

11 8 82 83 84 82 
84 

12 7 87 85 84 82 
84 

13 6 84 83 84 85 
86 

14 5 82 82 85 84 
85 

15 4 79 80 85 81 
83 

16 3 79 79 82 81 
80 

17 2 74 74 79 79 
76 

18 1 72 74 76 74 
74 
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providing BCI data-set.  
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