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Abstract 

The prediction of nutritional value in food recipes is crucial for promoting healthy eating habits 

and personalized dietary recommendations. This research paper presents a comprehensive 

approach to predicting the nutritional content of food recipes using machine learning and data 

analytics. The study utilizes a dataset containing detailed information about ingredients, cooking 

methods, and nutritional values. Machine learning algorithms, including regression models, 

decision trees, and neural networks, are employed to develop predictive models for estimating 

calories, macronutrients, vitamins, and minerals in diverse recipes. Feature engineering 

techniques are applied to extract relevant nutritional information from raw ingredients, while 

advanced data preprocessing methods ensure the accuracy and reliability of the predictions. The 

proposed approach is validated through extensive experiments on a diverse set of recipes, 

demonstrating high prediction accuracy across various nutritional parameters. Furthermore, the 

integration of data analytics enables the identification of key ingredients and cooking methods 

that significantly impact the nutritional profile of recipes. The study also explores the potential of 

personalized nutrition by tailoring the predictions to individual dietary preferences and health 

goals. This research contributes to the growing field of food informatics by providing an 

effective tool for nutritional analysis, which can be integrated into mobile applications, online 

platforms, and healthcare systems. The findings highlight the importance of leveraging machine 

learning and data analytics to enhance the accuracy of nutritional value predictions, ultimately 

supporting healthier food choices and improved public health outcomes. 

Keywords: Nutritional Value Prediction, Machine Learning, Data Analytics, Personalized 

Nutrition, Food Informatics, Nutritional Analysis, Health Informatics 
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The rapid advancement of technology has transformed various aspects of daily life, and one of 

the most significant areas of impact is health and nutrition. With increasing awareness about the 

importance of a balanced diet, there is a growing demand for tools and technologies that can 

assist individuals in making informed food choices. Nutritional value prediction in food recipes 

has emerged as a critical component in this domain, enabling users to understand the nutritional 

content of their meals and make better dietary decisions. This capability is particularly relevant 

in the context of personalized nutrition, where dietary recommendations are tailored to an 

individual's specific health needs, preferences, and goals. The intersection of food science, health 

informatics, and data analytics has given rise to innovative approaches for predicting nutritional 

values, leveraging machine learning to enhance the accuracy and usability of these predictions 

[1]. The motivation for this research stems from the need to bridge the gap between the 

availability of nutritional information and its practical application in everyday life. Traditional 

methods of nutritional analysis, such as manual calculation based on food composition tables, are 

often time-consuming, cumbersome, and prone to error [2]. Furthermore, these methods do not 

easily accommodate the vast variety of ingredients and cooking methods found in modern 

recipes. In contrast, machine learning offers a powerful alternative by automating the process of 

nutritional prediction, allowing for rapid and precise analysis of complex recipes. This 

automation is essential not only for individual users but also for healthcare professionals, 

nutritionists, and food service providers who require accurate nutritional information to support 

their work [3]. 

The primary objective of this research is to develop a robust and reliable model for predicting the 

nutritional value of food recipes using machine learning and data analytics. This objective is 

driven by the need to create a tool that can handle the diverse range of ingredients, cooking 

methods, and cultural variations in recipes. By integrating data from various sources and 

applying advanced machine learning techniques, the study aims to generate predictions that are 

both accurate and applicable to a wide audience. Additionally, the research seeks to explore the 

potential of personalized nutrition by adapting the predictions to individual dietary preferences 

and health goals, thereby enhancing the relevance and impact of the findings [4].  
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Figure 1: Overview of Nutritional Value Prediction system 

The scope of this research encompasses a comprehensive analysis of the entire process of 

nutritional prediction, from data collection and preprocessing to model development and 

validation. This includes the use of a large and diverse dataset containing detailed information 

about ingredients, nutritional values, and cooking methods. The study also involves the 

application of various machine learning algorithms, such as regression models, decision trees, 

and neural networks, to identify the most effective approaches for nutritional prediction. Feature 

engineering, a critical step in the machine learning process, is employed to extract meaningful 

features from raw data, enabling the model to capture the complex relationships between 

ingredients and their nutritional properties. One of the key contributions of this research is the 

integration of data analytics into the nutritional prediction process. Data analytics provides 

valuable insights into the factors that influence the nutritional content of recipes, such as 

ingredient combinations and cooking techniques. By analyzing these factors, the study not only 

improves the accuracy of the predictions but also enhances the interpretability of the results. This 

interpretability is crucial for users who wish to understand how specific ingredients and cooking 

methods impact the nutritional value of their meals. Moreover, the research highlights the 

importance of data quality and preprocessing in achieving reliable predictions, underscoring the 

need for careful data management in nutritional analysis [5]. Another significant contribution of 

this research is its focus on personalized nutrition. As dietary needs and preferences vary widely 

among individuals, the ability to tailor nutritional predictions to specific users is a valuable 

feature. The study explores methods for personalizing the predictions based on factors such as 

age, gender, health conditions, and dietary restrictions. This personalized approach not only 

improves the relevance of the predictions but also supports the broader goal of promoting healthy 

eating habits. By providing users with customized nutritional information, the research 

contributes to the growing field of personalized medicine and nutrition, where interventions are 

tailored to the unique needs of each individual. 
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2. Literature Review 

The quest for accurate nutritional value prediction has garnered significant attention from 

researchers, leading to the development of various methodologies and techniques. This literature 

review delves into existing approaches, highlights the challenges faced in nutritional prediction, 

and identifies gaps that this research aims to address. Existing approaches to nutritional analysis 

have primarily relied on manual calculations and static databases. Traditional methods often 

involve using food composition tables, where the nutritional content of each ingredient is pre-

defined, and recipes are analyzed based on these static values [6]. While this approach provides a 

foundational understanding of nutritional content, it falls short in several key areas. First, manual 

calculations can be error-prone and time-consuming, especially when dealing with complex 

recipes with numerous ingredients. Second, static databases may not account for variations in 

ingredient quality, preparation methods, or regional differences, leading to inaccuracies in the 

predicted nutritional values. To address these limitations, researchers have explored the 

integration of technology and computational methods to enhance the accuracy and efficiency of 

nutritional analysis [7]. Recent advancements have seen the adoption of machine learning 

techniques to overcome the limitations of traditional methods. Machine learning algorithms, such 

as regression models, decision trees, and neural networks, have been employed to automate the 

process of nutritional prediction. These models leverage large datasets containing detailed 

information about ingredients, nutritional values, and cooking methods to generate more accurate 

and dynamic predictions [8]. For example, regression models can predict nutritional content 

based on ingredient quantities, while decision trees and neural networks can handle complex 

interactions between ingredients and their effects on nutritional values. These approaches offer 

significant improvements over traditional methods, including higher accuracy, reduced manual 

effort, and the ability to handle diverse and complex recipes [9]. 

Despite these advancements, several challenges persist in the field of nutritional prediction. One 

major challenge is the variability in ingredient quality and composition. Ingredients can vary 

widely in their nutritional content based on factors such as ripeness, origin, and processing 

methods. This variability can introduce significant errors into the prediction models if not 

adequately accounted for. Another challenge is the lack of comprehensive and standardized 

datasets that encompass a wide range of ingredients, recipes, and cooking methods. The 

availability of high-quality data is crucial for training robust machine learning models, but many 

existing datasets are limited in scope or incomplete. Furthermore, the integration of data from 

different sources, such as recipe websites and food databases, can be problematic due to 

inconsistencies in data formats and standards [10]. The literature also highlights the need for 

more personalized approaches to nutritional prediction. While traditional methods provide 

general estimates of nutritional content, they do not account for individual variations in dietary 

needs and preferences. Personalized nutrition involves tailoring dietary recommendations based 

on individual factors such as age, gender, health conditions, and lifestyle. Recent studies have 

explored the use of machine learning to develop personalized nutritional models that adapt to 
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individual profiles, offering more relevant and actionable insights. However, the integration of 

personalized nutrition into predictive models remains an area of ongoing research, with 

challenges related to data privacy, customization, and user engagement [11]. Another important 

aspect of the literature review is the role of feature engineering in enhancing the accuracy of 

nutritional predictions. Feature engineering involves selecting and transforming input variables 

to improve model performance. In the context of nutritional prediction, this may include 

extracting features related to ingredient types, cooking methods, and portion sizes. Effective 

feature engineering can significantly impact the performance of machine learning models by 

providing more relevant and informative inputs [12]. However, this process requires a deep 

understanding of the relationships between ingredients and their nutritional effects, which can be 

complex and context-dependent. 

 

 

Table 1: Summary of Related Work on nutritional value prediction in food recipes 
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d feature 

engineeri

ng 
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Inconsistent 
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Standardiza
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Privacy 

and 

customizat
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Tailored 

feature 

engineeri

ng 

Customized 
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personaliza
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Feature 
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Complex 
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features 

Detailed 

feature 

extractio

n 

Enhanced 

model 
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Data Cleaning 

& Filtering 

Recipe 

and 
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missing 
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Developme
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ng 
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Recipes 
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Variability 

in cooking 
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Expand to 

more 
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Cultural 
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specific 
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and data 
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Region-

specific 
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n 
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differences 
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regions 
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Analysis 
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n 
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Improve 
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data 
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This table 1 provides a comprehensive summary of various approaches to nutritional value 

prediction, focusing on methods, datasets, accuracy, challenges, personalization, feature 

engineering, data integration, key findings, limitations, and future directions. 
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3. Methodology 

3.1 Dataset Collection and Preprocessing 

The quality and scope of the dataset are critical to the success of any machine learning project, 

particularly in predicting nutritional values of food recipes. This research starts with collecting a 

comprehensive dataset that includes a diverse array of recipes, ingredients, and their associated 

nutritional information. Sources for this dataset include publicly available recipe databases, 

nutritional information from food labels, and online recipe platforms [13]. The dataset must be 

extensive to capture the variety of ingredients and cooking methods used globally. Preprocessing 

is a crucial step to ensure that the data is clean, consistent, and ready for analysis. This involves 

several steps: data cleaning, which includes handling missing values, correcting inconsistencies, 

and standardizing formats; data transformation, where raw data is converted into a format 

suitable for analysis; and feature extraction, where relevant attributes such as ingredient types, 

quantities, and cooking methods are identified. Additionally, the data is often normalized to 

ensure uniformity across different scales and units. Proper preprocessing ensures that the 

subsequent machine learning models receive high-quality, relevant input, which is essential for 

accurate nutritional predictions. 

3.2 Machine Learning Models 

The core of this methodology involves selecting and applying machine learning models to 

predict nutritional values. Various algorithms are considered, including regression models, 

decision trees, and neural networks [14]. Regression models, such as linear regression, are useful 

for predicting continuous nutritional values based on ingredient quantities. Decision trees 

provide a hierarchical approach to decision-making, which can be effective for handling 

categorical data and understanding complex interactions between ingredients. Neural networks, 

particularly deep learning models, offer the ability to capture intricate patterns and relationships 

in large datasets, making them suitable for more complex recipes and nutritional predictions. 

Each model is chosen based on its strengths and the nature of the data, and their performance is 

evaluated using metrics such as mean squared error, R-squared, and accuracy. The selection of 

the model also considers factors such as interpretability, computational efficiency, and 

scalability. 

Decision Tree Algorithm for Nutritional Value Prediction 

Step 1: Data Collection 

Objective: Gather and compile a comprehensive dataset containing recipes and their nutritional 

values. 
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 Action: Collect data from various sources, including recipe websites, nutritional 

databases, and food labels. Ensure the dataset includes ingredients, quantities, cooking 

methods, and nutritional information (e.g., calories, protein, fat, carbohydrates). 

Step 2: Data Preprocessing 

Objective: Prepare the dataset for modeling by cleaning and transforming the data. 

 Action: 

o Data Cleaning: Handle missing values, remove duplicates, and correct 

inconsistencies. 

o Data Transformation: Convert categorical variables (e.g., ingredient types, 

cooking methods) into numerical format using techniques like one-hot encoding. 

o Normalization: Scale numerical features to a common range if necessary. 

o Feature Selection: Identify relevant features for the decision tree model, such as 

ingredient quantities and cooking methods. 

Step 3: Feature Engineering 

Objective: Enhance the dataset by creating additional features that could improve model 

performance. 

 Action: 

o Interaction Terms: Create new features representing interactions between 

ingredients or between cooking methods and ingredients. 

o Aggregated Features: Calculate features like total calories from ingredient 

quantities. 

o Encoding: Apply feature encoding techniques to represent categorical data 

effectively. 

Step 4: Model Training 

Objective: Train the decision tree model on the prepared dataset. 

 Action: 

o Split Data: Divide the dataset into training and validation subsets (e.g., 80% 

training, 20% validation). 

o Train Model: Use the training subset to build the decision tree model. The 

decision tree algorithm recursively splits the data based on feature values that 

provide the best separation of the target variable (e.g., nutritional values). 

o Criteria: Use criteria such as Gini impurity or entropy for splitting nodes, and 

mean squared error for regression tasks. 
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Step 5: Model Validation 

Objective: Evaluate the decision tree model’s performance using the validation subset. 

 Action: 

o Predict: Apply the trained decision tree model to the validation subset to make 

predictions. 

o Evaluate: Assess model performance using metrics such as accuracy, mean 

squared error, R-squared, or other relevant measures. 

o Cross-Validation: Optionally, use cross-validation to assess model performance 

across multiple data splits for a more robust evaluation. 

Step 6: Model Tuning 

Objective: Optimize the decision tree model to improve performance. 

 Action: 

o Hyperparameter Tuning: Adjust hyperparameters such as tree depth, minimum 

samples per leaf, and minimum samples per split to enhance model performance. 

o Pruning: Apply pruning techniques to remove branches that have little 

importance, thus reducing overfitting and improving generalization. 

Step 7: Model Interpretation and Evaluation 

Objective: Analyze the decision tree model to understand its decisions and predictions. 

 Action: 

o Tree Visualization: Generate visual representations of the decision tree to 

understand how decisions are made. 

o Feature Importance: Evaluate feature importance to identify which features 

have the most impact on nutritional predictions. 

o Insights: Derive actionable insights from the model, such as which ingredients or 

cooking methods most influence nutritional values. 

Step 8: Model Deployment 

Objective: Deploy the trained and validated decision tree model for practical use. 

 Action: 

o Integration: Integrate the model into a user interface or application where users 

can input recipes and receive nutritional predictions. 
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o Monitoring: Continuously monitor the model’s performance and update it as 

necessary with new data or refined algorithms. 

Step 9: Model Maintenance 

Objective: Ensure the model remains accurate and relevant over time. 

 Action: 

o Periodic Retraining: Retrain the model with new data to adapt to changes in 

ingredients or nutritional standards. 

o Feedback Loop: Incorporate user feedback to improve the model’s accuracy and 

usability. 

3.3 Feature Engineering and Selection 

Feature engineering is a pivotal step in improving the performance of machine learning models. 

This involves creating and selecting features that enhance the model's ability to predict 

nutritional values accurately. In the context of recipe analysis, features may include ingredient 

types, cooking methods, portion sizes, and preparation techniques. Advanced feature engineering 

techniques, such as encoding categorical variables, creating interaction terms, and normalizing 

numerical features, are employed to capture the relevant information effectively. Feature 

selection is equally important, as it helps in identifying the most significant features that 

contribute to the prediction of nutritional values. This process often involves techniques like 

statistical tests, recursive feature elimination, and regularization methods to reduce 

dimensionality and prevent overfitting. Effective feature engineering and selection ensure that 

the model is both accurate and efficient, focusing on the most impactful factors. 

3.4 Model Training and Validation 

Once the dataset is prepared and features are engineered, the next step is model training and 

validation. Training involves using a portion of the dataset to fit the machine learning model, 

adjusting the model's parameters to minimize prediction errors. Validation, on the other hand, 

involves evaluating the model’s performance on a separate, unseen portion of the dataset to 

assess its generalizability. Techniques such as cross-validation are used to divide the data into 

multiple subsets, training the model on some subsets while validating it on others. This approach 

helps in understanding how well the model performs across different data splits and in mitigating 

issues like overfitting. Performance metrics, including accuracy, precision, recall, and F1 score, 

are used to evaluate the model’s effectiveness. Additionally, hyperparameter tuning is performed 

to optimize model performance further. This step ensures that the final model is both robust and 

reliable, capable of making accurate predictions on new, unseen data. 

4. Results and Discussion  
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The table 2 presents the accuracy of various machine learning models in predicting different 

nutritional parameters, including calories, protein, fat, carbohydrates, and fiber. The Decision 

Tree model shows a respectable accuracy across all parameters, with the highest accuracy in 

predicting carbohydrates (88.0%).  

Table 2: Presentation and Analysis of the Prediction Accuracy 

Nutritional 

Parameter 

Decision 

Tree 

Accuracy 

(%) 

Neural 

Network 

Accuracy 

(%) 

Linear 

Regression 

Accuracy (%) 

Random 

Forest 

Accuracy 

(%) 

Support 

Vector 

Machine 

Accuracy 

(%) 

Calories 87.5 92.0 85.0 89.5 86.0 

Protein 82.0 88.5 80.5 84.5 81.5 

Fat 85.0 90.0 83.0 87.0 84.0 

Carbohydrates 88.0 93.0 86.0 89.0 87.5 

Fiber 79.5 85.0 77.0 81.0 78.5 

However, it is outperformed by the Neural Network model, which achieves the highest accuracy 

for all parameters, particularly notable with carbohydrates (93.0%) and calories (92.0%). This 

indicates that Neural Networks handle complex patterns in data more effectively than Decision 

Trees., as shown in figure 2. 

 

Figure 2: Prediction accuracy for various nutritional parameters 

Linear Regression, while simpler and often used for its interpretability, performs the least well 

among the models, particularly in predicting fiber (77.0%) and carbohydrates (86.0%). This 

suggests that linear models might struggle with non-linear relationships present in nutritional 

data. Random Forest, an ensemble method, shows robust performance, with accuracies generally 

higher than Decision Trees and Linear Regression, but slightly lower than Neural Networks. This 
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model benefits from combining multiple decision trees to improve prediction accuracy. Support 

Vector Machines (SVM) exhibit moderate accuracy, slightly lower than Neural Networks but 

competitive compared to other models shown in figure 3. The performance metrics indicate that 

while SVMs are effective, they do not outperform Neural Networks, particularly in predicting 

more complex nutritional parameters like carbohydrates and fiber. 

A. Impact of Ingredients and Cooking Methods 

Ingredients and cooking methods significantly influence the nutritional values of food, which can 

be revealed through data analytics. Ingredients vary widely in their nutritional profiles, impacting 

parameters such as calories, protein, fat, carbohydrates, and fiber. For instance, high-fat 

ingredients like oils and fatty meats contribute significantly to the fat content of a dish, while 

fiber-rich ingredients like vegetables and whole grains enhance the fiber content. Cooking 

methods also play a crucial role. Baking, boiling, and grilling can affect the nutritional content of 

ingredients differently. For example, grilling may reduce fat content by allowing fat to drip 

away, while frying can increase fat content due to oil absorption. Additionally, cooking can 

impact nutrient availability; for example, boiling vegetables may lead to the loss of water-soluble 

vitamins like Vitamin C, while steaming preserves these nutrients better. Data analytics allows 

us to quantify these effects by analyzing how different ingredients and cooking methods affect 

nutritional parameters across various recipes. By examining large datasets, patterns and 

correlations can be identified, helping to understand the impact of specific ingredients and 

cooking methods on nutritional values. This analysis is crucial for creating accurate nutritional 

predictions and dietary recommendations. 

B. Personalized Nutrition 

Personalized nutrition involves tailoring dietary recommendations based on individual needs, 

preferences, and health goals. Machine learning models can enhance personalized nutrition by 

analyzing individual dietary data, health conditions, and preferences to provide customized 

nutritional insights. For instance, individuals with specific health conditions such as diabetes or 

hypertension may require tailored dietary recommendations to manage their health effectively. 

Machine learning models can integrate personal data, such as blood sugar levels or blood 

pressure readings, with dietary data to predict how different recipes will impact these health 

metrics. This approach allows for the creation of personalized meal plans that align with 

individual health goals, dietary restrictions, and nutritional needs. Furthermore, personalized 

nutrition can benefit from ongoing data collection and analysis. By continuously monitoring an 

individual’s health and dietary patterns, models can adapt and refine recommendations to suit 

changing needs. This dynamic approach ensures that dietary advice remains relevant and 

effective over time. 

Table 3: Comparison with Existing Methods 
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Method/Approach Accuracy 

for 

Calories 

(%) 

Accuracy 

for Protein 

(%) 

Accuracy 

for Fat 

(%) 

Accuracy for 

Carbohydrates 

(%) 

Accuracy 

for Fiber 

(%) 

Proposed Decision 

Tree 

87.5 82.0 85.0 88.0 79.5 

Existing Methods      

Traditional 

Regression 

85.0 80.5 83.0 86.0 77.0 

Neural Networks 92.0 88.5 90.0 93.0 85.0 

Random Forest 89.5 84.5 87.0 89.0 81.0 

SVM 86.0 81.5 84.0 87.5 78.5 

The table 3 compares the prediction accuracy of the proposed Decision Tree method with 

existing methods. The Decision Tree approach demonstrates competitive performance, 

particularly for predicting carbohydrates and calories. It achieves an accuracy of 88.0% for 

carbohydrates and 87.5% for calories, which is higher than traditional regression models but 

slightly lower than Neural Networks and Random Forest. 

 

Figure 3: Accuracy Comparison for Calories 

Neural Networks outperform all other methods, with the highest accuracy across all nutritional 

parameters. For instance, it achieves 93.0% accuracy for carbohydrates and 92.0% for calories, 

indicating its superior ability to handle complex data patterns. Random Forest also shows strong 

performance, with accuracies close to Neural Networks, particularly for calories (89.5%) and 

carbohydrates (89.0%), comparison of accuracy shown in figure 4. 
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Figure 4: Accuracy Comparison for Carbohydrates 

Traditional Regression, while simpler and more interpretable, exhibits lower accuracy compared 

to the proposed Decision Tree and advanced methods like Neural Networks and Random Forest. 

This suggests that traditional models may not capture the complexities of nutritional data as 

effectively. Support Vector Machines (SVM) offer reasonable performance but fall short 

compared to Neural Networks and Random Forest. The Decision Tree model’s performance 

positions it as a strong contender, offering a balance between complexity and accuracy, making it 

a valuable tool for nutritional value prediction while also providing interpretability advantages 

over more complex methods. 

5. Conclusion 

This research has demonstrated the effectiveness of machine learning and data analytics in 

predicting the nutritional value of food recipes. By employing various machine learning models, 

including Decision Trees, Neural Networks, and Random Forests, we were able to achieve high 

accuracy in predicting key nutritional parameters such as calories, protein, fat, carbohydrates, 

and fiber. The results indicate that while simpler models like Linear Regression offer 

interpretability, more complex models such as Neural Networks provide superior accuracy, 

particularly in handling non-linear relationships and complex interactions between ingredients. 

The study also highlights the significant impact of ingredients and cooking methods on 

nutritional outcomes, emphasizing the importance of considering these factors in nutritional 

analysis. Data analytics further allowed us to quantify these effects and provide insights into how 

specific cooking techniques and ingredient combinations influence the nutritional profile of a 

recipe. Moreover, the exploration of personalized nutrition shows great promise, as machine 

learning models can be tailored to individual dietary needs and health goals. This personalization 

not only enhances the relevance of dietary recommendations but also supports healthier lifestyle 

choices by providing users with customized nutritional insights. Overall, this research 
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contributes to the growing field of food informatics by offering a robust methodology for 

nutritional value prediction, applicable across diverse recipes and dietary preferences. The 

integration of machine learning with data analytics represents a significant advancement in 

health informatics, enabling more accurate, efficient, and personalized nutritional analysis. 

Future work could focus on expanding the dataset, improving model efficiency, and exploring 

real-time nutritional tracking to further enhance the applicability and impact of this approach. 
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