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ABSTRACT 

Statistical models are fitted for various purposes. One key purpose is to observe 

relationships between variables. Another significant reason is to facilitate predictions, often used 

in selection processes. After fitting a regression model from a sample of observations, one may 

focus on predicting the value of the dependent variable for a specific value of an independent 

variable. This specific value of the independent variable might lie within the range of sample 

values, or more frequently, it might lie outside the sample observations. 

A crucial criterion for an estimated regression equation is its relevance to data outside the 

sample used for estimation. This criterion is captured by the concept of parameter constancy, 

which means that the parameter vector should apply both within and outside the sample data. 

Parameter constancy can be assessed by testing predictive accuracy. 

This research paper proposes tests for parameter constancy and predictive accuracy using 

different parameter vectors in the forecast period 

 

I. INTRODUCTION 

Ordinary Least Squares (OLS) regression is a cornerstone technique in statistical analysis, widely 

employed to investigate linear relationships between variables. Despite its extensive application, 

the method hinges on several critical assumptions, including the expectation that error terms have 
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a zero mean and constant variance. However, these assumptions are frequently violated in practical 

scenarios, leading to issues such as heteroscedasticity, where the error terms exhibit non-constant 

variance. These violations can undermine the efficiency and reliability of OLS estimates, making 

it crucial to employ diagnostic tools to identify and address potential problems. 

Among the various diagnostic techniques available, the analysis of residuals stands out as a 

powerful method for detecting deviations from OLS assumptions. Two significant types of 

residuals used in this context are Studentized residuals and predicted residuals. Studentized 

residuals are particularly useful for identifying outliers and influential observations, as they 

standardize residuals by taking into account the variance of each individual residual. Predicted 

residuals, on the other hand, represent the differences between observed and predicted values of 

the dependent variable and can be instrumental in assessing the model's fit and predictive accuracy. 

In situations where the OLS assumptions are violated, the standard OLS estimates may still be 

unbiased but lose efficiency, with biased standard errors. This necessitates the use of alternative 

methods, such as employing Studentized or predicted residuals, to enhance the robustness of the 

analysis. Additionally, when dealing with discrete dependent variables, OLS may not be the most 

suitable method, prompting the use of alternative models like probit or logit. 

Understanding and implementing these diagnostic tools is crucial for researchers aiming to ensure 

the validity and reliability of their regression models. By carefully analyzing residuals, researchers 

can better detect and correct issues such as heteroscedasticity, outliers, and influential 

observations, ultimately leading to more accurate and dependable statistical analyses. This review 

of literature explores the significance and application of Studentized and predicted residuals in 

enhancing the diagnostic process for OLS regression models. 
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II. REVIEW OF LITERATURE  

Ordinary Least Squares (OLS) regression is a foundational statistical method for examining linear 

relationships between variables (Kuchibhotla et al., 2018). Despite its widespread use, the method 

relies on several key assumptions, such as the error terms having a zero mean and constant 

variance. However, these assumptions are frequently violated in practice (Chapter 4 Regression 

Models, 2002). A common violation is heteroscedasticity, where the error terms' variance is not 

constant (Shelton, 1987). 

To address these issues, various diagnostic tools have been developed, with the analysis of 

residuals being a prominent method. Studentized residuals and predicted residuals are particularly 

useful for identifying potential violations of OLS assumptions (Spector & Mazzeo, 1980). 

Studentized residuals, also known as externally studentized residuals, are standardized to account 

for the variance of each individual residual, which can help in detecting outliers or observations 

with high influence on the regression results (Chapter 4 Regression Models, 2002). On the other 

hand, predicted residuals represent the differences between observed and predicted values of the 

dependent variable (Shelton, 1987). 

When OLS assumptions are violated, the estimates may remain unbiased but lose efficiency, and 

the standard errors may become biased (Kuchibhotla et al., 2018). To mitigate these issues, 

researchers have proposed using studentized and predicted residuals. Studentized residuals are 

calculated by dividing the raw residuals by their estimated standard errors, aiding in the 

identification of outliers or influential observations. Predicted residuals, which are the differences 

between observed and predicted values, can be used to evaluate the model's goodness of fit and 

identify predictive inaccuracies. 

Despite its popularity, OLS is not always suitable, particularly when dealing with discrete 

dependent variables. In such cases, alternative models like probit or logit are more appropriate 

(Spector & Mazzeo, 1980). 
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To improve the reliability of regression models, researchers employ diagnostic tools and 

techniques, such as the analysis of residuals. Studentized and predicted residuals are critical for 

assessing model fit and detecting outliers or influential observations. Internally studentized 

residuals are obtained by dividing the raw residual by its estimated standard error, following a t-

distribution under normality and homoscedasticity assumptions, thus facilitating outlier detection. 

Externally studentized residuals are calculated by excluding the influence of each observation on 

the regression coefficients before computing the residual, helping identify influential observations 

(Assaf & Tsionas, 2019). 

In summary, analyzing OLS, studentized, and predicted residuals is essential for validating 

regression models and identifying issues such as heteroscedasticity, outliers, and influential 

observations (Chatterjee & Wiseman, 1983; Dasgupta & Mishra, 2004). Careful consideration of 

these diagnostic measures is crucial for ensuring the reliability and validity of regression analysis 

findings. The residual analysis plays a vital role in assessing the adherence to OLS assumptions 

and detecting potential issues. 

 

III. SOME IMPORTANT TYPES OF RESIDUALS 

 In statistical analysis, important types of residuals include standardized residuals, which 

are scaled by their standard deviation to detect outliers; studentized residuals, adjusted for leverage 

to assess influence; and deleted residuals, obtained by excluding each observation to evaluate its 

impact. Pearson residuals, primarily used in logistic regression, measure the difference between 

observed and predicted log odds, while deviance residuals in generalized linear models compare 

the model's likelihood to that of a saturated model. Cook's distance combines leverage and residual 

size to gauge the influence of observations on regression coefficients. Internal and external 

residuals address discrepancies within a model's data and in relation to external data, respectively. 
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IV. The OLS, Studentized and Predicted Residuals 

 Consider the Classical Linear Regression model as 

𝑦𝑛×1 = 𝑋𝑛×𝑘𝛽𝑘×1 + 𝜀𝑛×1                                        

Such that 𝐸[𝜀] = 0 and 𝐸[𝜀𝜀𝐼] = 𝜎2𝐼𝑛. Here, the error vector 𝜀 consists of unknown errors which 

are assumed to be uncorrelated.  Generally, 𝜀 can be estimated by the Ordinary Least Squares  

Residual vector 𝑒, which is given by 

𝑒 = 𝑦 − 𝑋�̂�                                                               

Where �̂� = (𝑋𝐼𝑋)−1𝑋𝐼𝑦 is the Best Linear Unbiased Estimator (BLUE) of 𝛽 

One may have, 

�̂� = 𝑋�̂� = 𝑋[(𝑋𝐼𝑋)−1𝑋𝐼𝑦]                                       

and       𝑒 = [𝑦 − �̂�] = [𝑦 − 𝑋(𝑋𝐼𝑋)−1𝑋𝐼𝑦] 

𝑒 = [𝐼 − 𝑋(𝑋𝐼𝑋)−1𝑋𝐼]𝑦 

𝑒 = [𝐼 − 𝑉]𝑦 

where            𝑉 = 𝑋(𝑋𝐼𝑋)−1𝑋𝐼 

Generally, 𝑉 = 𝑋(𝑋𝐼𝑋)−1𝑋𝐼is an important matrix and is known as HAT matrix.  One may 

write, 

𝑦 = [𝑉 + 𝐼 − 𝑉]𝑦 = 𝑉𝑦 + (𝐼 − 𝑉)𝑦 

Mean and Variance of 𝑒 are given by 

𝐸[𝑒 − 𝜀] = 𝐸[(𝐼 − 𝑉)𝑦 − 𝜀] 
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              = 𝐸[(𝐼 − 𝑉)(𝑋𝛽 + 𝜀) − 𝜀] 

                                     = 𝐸[(𝐼 − 𝑉)𝜀 − 𝜀], [∵ (𝐼 − 𝑉)𝑋 = 0] 

                                     = 𝐸[𝑀 − 𝐼]𝜀, 

Where 𝑀 = [𝐼 − 𝑋(𝑋𝐼𝑋)−1𝑋𝐼] is a Symmetric Idempotent matrix, 

⇒ 𝐸[𝑒 − 𝜀] = (𝑀 − 𝐼)𝐸[𝜀] = 0                                      

or  𝐸[𝑒] = 0    [∵ 𝐸(𝜀) = 0] 

Thus, the Ordinary Least Squares Residual vector 𝑒 is a Linear Unbiased Estimator of 𝜀.  Also, 

𝑣𝑎𝑟(𝑒) = 𝐸[𝑒𝑒𝐼] 

                                  = 𝐸[𝑀𝜀𝜀𝐼𝑀𝐼] 

                                  = 𝑀𝐸[𝜀𝜀1]𝑀𝐼 

                                  = 𝜎2𝑀𝑀𝐼 

or                 𝑣𝑎𝑟(𝑒) = 𝜎2𝑀                                                               

Here, 𝑥𝑖
𝐼 and 𝑥𝑗

𝐼are the ith row and jth row of the data matrix X respectively. 

 Now, the variance, covariance and correlation coefficients of the Residuals are given by, 

𝑣𝑎𝑟(𝑒𝑖) = 𝜎2(1 − 𝑣𝑖𝑖)                                                   

                      𝑐𝑜𝑣(𝑒𝑖𝑒𝑗) = −𝜎2𝑣𝑖𝑗                                                        

𝑟𝑒𝑖𝑒𝑗 =
−𝑣𝑖𝑗

√(1 − 𝑣𝑖𝑖)(1 − 𝑣𝑗𝑗)
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Also, V is (nxn) symmetric Idempotent matrix and Rank (V) = Rank (X) = k, k<n,  where k is the 

number of parameters including intercept parameter and  

𝑇𝑟𝑎𝑐𝑒(𝑉) =∑𝑣𝑖𝑖

𝑛

𝑖=1

= 𝑅𝑎𝑛𝑘(𝑋) = 𝑘                               

Further, One may have,   ∑ 𝑣𝑖𝑗
2

𝑗 = 𝑣𝑖𝑖                                                 

                        and          ∑ 𝑣𝑖𝑗𝑖 = ∑ 𝑣𝑖𝑗𝑗 = 

Each 𝑣𝑖𝑖 must fall in the interval, 0 ≤ 𝑣𝑖𝑖 ≤ 1 

 The notion of 𝑣𝑖𝑖 measures the distance from the point xi to the center of the data, and cases 

with unusual values for the independent variables will tend to have large values of 𝑣𝑖𝑖 

 Generally, 𝑣𝑎𝑟(𝑒𝑖)will be small whenever 𝑣𝑖𝑖 is large, so cases with Xi near �̄� will be fit 

poorly and cases with xi far from �̄�will be fit well, which is undesirable 

Studentized residuals, an improved set of residuals, are obtained by scaling, so cases with larger 

𝑣𝑖𝑖 get larger scaled residuals and those with smaller 𝑣𝑖𝑖 get smaller scaled residuals. This scaling 

is achieved by dividing each residual by an estimate of its standard deviation, making these 

residuals standardized versions that do not depend on 𝜎2sigma𝜎2and the 𝑣𝑖𝑖 scale quantities. 

Margolin (1977) introduced the term "Studentized residuals" instead of "Standardized residuals." 

David (1981) identified two types of Studentized residuals: (i) Internally Studentized Residuals 

and (ii) Externally Studentized Residuals. 

The Internally Studentized Residuals are given by, 

𝑒𝑖
∗ =

𝑒𝑖

�̂�√1 − 𝑣𝑖𝑖
, 𝑖 = 1,2⋯ , 𝑛                                          
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 Under the assumption of the normality of error vector 𝜀 in the Linear Regression model𝑦 =

𝑋𝛽 + 𝜀, say𝜀 ∼ 𝑁(0, 𝜎2𝐼𝑛), the Internally Studentized Residuals [
𝑒𝑖
∗2

𝑛−𝑘
] follows Beta distributions 

with parameters[
1

2
,
𝑛−𝑘−1

2
]. One may obtain, 𝐸[𝑒𝑖

∗] = 0 and 𝑣𝑎𝑟[𝑒𝑖
∗] = 1  and        

      𝑐𝑜𝑣[𝑒𝑖
∗, 𝑒𝑗

∗] =
−𝑣𝑖𝑗

√(1−𝑣𝑖𝑖)(1−𝑣𝑗𝑗)
, 𝑖 ≠ 𝑗 = 1,2,⋯ , 𝑛        

The Externally Studentized Residuals are given by 

  𝑒𝑖
∗∗ =

𝑒𝑖

�̂�(𝑖)√1−𝑣𝑖𝑖
, 𝑖 = 1,2⋯ , 𝑛                                      

    where,       �̂�(𝑖)
2 =

[(𝑛−𝑘𝐼)�̂�2−
𝑒𝑖
2

1−𝑣𝑖𝑖
]

𝑛−𝑘𝐼−1
                       

               or    �̂�(𝑖)
2 = �̂�2 [

𝑛−𝑘𝐼−𝑒𝑖
∗2

𝑛−𝑘𝐼−1
]                                               

           and     �̂�2 =
∑𝑒𝑖

2

𝑛−𝑘
                                                                  

Here,   Rank (V) = k1 

 �̂�(𝑖)
2  is an estimate of error variance 𝜎2 with ith observation has been omitted from the 

estimation.  Also, 𝑒𝑖
∗∗ follows t-distribution with (n-k1-1) degrees of freedom.  It can be shown that 

𝑒𝑖
∗∗ is a monotonic transformation of 𝑒𝑖

∗ and a relationship between External and Internal 

Studentized residuals is given by, 

  𝑒𝑖
∗∗ = 𝑒𝑖

∗ [
𝑛−𝑘𝐼−1

𝑛−𝑘𝐼−𝑒𝑖
∗2
]

1

2
                                               In various diagnostic methods 

in Statistical Modelling, the predicted Residuals 𝑒(𝑖) which is based on a fit to the data with the ith 

observation excluded, has been frequently used.  Suppose that �̂�(𝑖) be the Ordinary Least Square 
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(OLS) estimator of  𝛽 with ith observation has been excluded.  Then the ith predicted Residual is 

defined by, 

  𝑒(𝑖) = 𝑦𝑖 − 𝑋𝑖
𝐼𝛽(𝑖), 𝑖 = 1,2,⋯ , 𝑛                                      

Sometimes, 𝑒(𝑖) may be known as prediction error. 

The relationships among Ordinary least squares, Studentized and predicted Residuals are 

given by, 

(i) 𝑒(𝑖) =
𝑒𝑖

1−𝑣𝑖𝑖
, 𝑖 = 1,2,⋯ , 𝑛                                               

(ii) (ii)  𝑒𝑖
∗ =

𝑒(𝑖)
�̂�

√(1−𝑣𝑖𝑖)

                                                    

 (iii) 𝑒𝑖
∗∗ =

𝑒(𝑖)
�̂�(𝑖)

√(1−𝑣𝑖𝑖)

                                                       

 A widely used Criterion for Model selection known as “Predicted Residual Sum of Squares 

(PRESS)” based on 𝑒(𝑖) is given by 

  𝑃𝑅𝐸𝑆𝑆 = ∑𝑒(𝑖)
2                                                           

Alternatively, interms of Studentized Residuals, one way express PRESS as 

  𝑃𝑅𝐸𝑆𝑆 = ∑𝑒𝑖
∗2                                                           

                 or  𝑃𝑅𝐸𝑆𝑆 = ∑𝑒𝑖
∗∗2                                                        
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