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ABSTRACT 

With the widespread adoption of the internet, online interactions have become an integral part of 

modern communication. However, this surge in digital interactions has also brought about a 

significant rise in deceptive practices, ranging from misinformation and fraud to identity theft and 

cyberbullying. Detecting and mitigating these dishonest behaviors has become a critical concern for 

maintaining trust and integrity in digital communities. The primary challenge lies in developing a 

robust and automated system capable of identifying deceptive content amidst the vast volume of 

online interactions. In the absence of advanced AI-based systems, deception detection in online 

interactions has heavily relied on manual monitoring, keyword-based filters, and rule-based 

algorithms. These conventional methods are limited in their effectiveness, as they struggle to adapt to 

evolving deceptive tactics and often generate false positives or negatives. Therefore, the need for 

effective deception detection systems in online interactions has never been more pressing. The advent 

of social media, e-commerce, and various online forums has created an environment where deceptive 

practices can have far-reaching consequences. Ensuring the safety and trustworthiness of these 

platforms is imperative for user confidence, cybersecurity, and the overall well-being of online 

communities. Hence, by utilizing machine learning algorithms, advanced linguistic analysis, and 

behavioral pattern recognition, this research aims to develop a powerful tool capable of accurately 

discerning deceptive from genuine online interactions. Through the integration of multi-modal 

approaches and feature engineering, the proposed system promises to significantly enhance the 

accuracy and efficiency of deception detection in digital communities, ultimately fostering a safer and 

more trustworthy online environment. 

Keywords: Communication, Cyberbullying, Feature Engineering, Artificial Intelligence, 

Cybersecurity, Machine Learning. 

1. INTRODUCTION 

The exploration of detecting deception in online interactions stems from the rapid evolution and 

widespread integration of the internet into modern communication. As online interactions became 

ubiquitous, so did the emergence of deceptive practices, posing significant threats ranging from 

misinformation and fraud to identity theft and cyberbullying. The escalating prevalence of these 

dishonest behaviors has elevated the urgency to develop effective methods for identifying and 

mitigating them to maintain trust and integrity in digital communities. 

Historically, the challenge of deception detection in online interactions was primarily addressed 

through manual monitoring, keyword-based filters, and rule-based algorithms. However, these 

conventional methods demonstrated limitations in their adaptability to evolving deceptive tactics, 

often resulting in either false positives or false negatives. The absence of advanced AI-based systems 
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meant that the effectiveness of online deception detection was hampered, leaving digital platforms 

vulnerable to deceptive practices. 

The rise of social media, e-commerce platforms, and various online forums further exacerbated the 

challenges, as deceptive practices carried the potential for far-reaching consequences in terms of user 

confidence, cybersecurity, and the overall well-being of online communities. Recognizing the 

pressing need for more robust and automated deception detection systems, this research has emerged 

to address the deficiencies of existing methods. 

2. LITERATURE SURVEY 

There has been a long history of human interest in identifying deceptive behaviour. Trovillo 

(1939) addressed the historic evidence date back to the Hindu Dharmasastra of Gautama (900 – 600 

BCE) and the Greek philosopher Diogenes (412 – 323 BCE). In 1921, Larson invented the Polygraph 

(Larson et al., 1932), which has been considered as one of the popular methods for lie detection and 

works by measuring physiological changes in a person in accordance with stress factors. Typically, the 

polygraph instrument captures physiological changes such as pulse rate, blood pressure and 

respiration that can be interpreted by psychological experts to identify truthful or deceptive behaviour. 

With respect to different scenarios, a polygraph test takes up to four hours which leads to limitations 

on it use in real time conditions. Research studies have been supporting the validity of the polygraph 

as well as criticizing its use in specific cases. A meta-study by Axe et al., (Axe et al., 1985) found 10 

studies from a pool of 250 (that were sufficiently rigorous to be included), indicated that the 

controlled question test could perform significantly better than chance under specified narrow 

conditions. However, the deception classification contained a high number of false positives, false 

negatives and inconclusive instances. In addition, substantial information about the interviewee’s 

background (e.g. occupation, work record and criminal record) was required to be captured before the 

examination in order to construct a good set of control questions. 

Vocal cues, voice stress and acoustic features have also been employed as indicators to distinguish the 

act of deceit (Hirschberg, 2005). Distinctive additional micro tremors appear due to cognitive 

overload during the deceptive behaviour (Walczyk, 2013). However, the performance of deception 

detection using voice stress analysis has been described as “charlatanry” (Eriksson & Lacerda, 2007). 

Likewise, linguistics has also investigated the changes in language and its structure to classify signs of 

deception. Linguistic inquiry and word count analysis for deception detection revealed that truth 

tellers’ statements contain more first-person pronouns and self-references (e.g. mine, our) while liars 

statements contain more words referring to certainty (e.g. totally, truly) and to other- references (they, 

themselves) (Eriksson & Lacerda, 2007; Abouelenien et al., 2017). A variety of statistical features 

including mean length of sentence, mean length of clause and clauses per sentence have been 

extracted from transcribed interviews to evaluate the linguistic hypothesis that liars use less complex 

and less detailed sentences. 

Vrij et al., (Vrij, 2009) reported on the use of thermal imaging of the facial periorbital area to analyse 

the variations in blood flow specifically when answering unexpected questions. A thermal facial 

pattern-based approach introduced by (Pavlidis et al., 2002) claims the deception detection accuracy is 

comparable to that of polygraph tests. Likewise, a thermodynamic model of blood flow variations 

using the thermal images of facial periorbital area to detect the deceptive behaviour is presented in 

(Pavlidis and Levine, 2001, Pavlidis et al., 2002). Relationships between different facial emotions 
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(such as stress, fear, and excitement) and deceptive behaviour using thermal imaging is addressed in 

(Merla and Romani, 2007). Basher and Reyer, 2014) used thermal variation monitoring of the 

periorbital region and a nearest neighbor classifier that was trained on a high-dimensional feature 

vector extracted using an average value from each sub-region to detect deception. Experimental 

results indicated that the classification accuracy did not differ significantly from a random chance 

distribution based on leave-one-person-out methodology and five-fold cross validation. 

In addition to the aforementioned methods, analysis of eye interactions and facial micro-expressions 

also have been studied as a non-verbal deception detection method (Ekman, 2001). During the act of 

deceit, relatively short involuntary facial expressions may appear that can be helpful to detect 

deceptive behaviour. Furthermore, the analysis of facial expressions in terms of asymmetry and 

smoothness features (Ekman, 2003) indicate their relationship with the deceptive behaviour. Face 

orientation and intensity of facial expressions is also used to classify the act of deceit (Tian et al., 

2005). Likewise, geometric features (Owayjan, et al., 2012) and micro-expressions (Pfister and 

Pietikäinen, 2012) extracted from the facial data have also been used to classify the deceptive 

behaviour. Related research in (Pons and Masip, 2018) indicated the usefulness of facial micro-

gestures towards the identification of comprehension levels. Buckingham et al., (2014) used artificial 

neural networks sequentially to identify the micro-gestures and perform the classification respectively. 

Pérez-Rosas et al., (Rosas et al., 2015) proposed the multi-model deception detection methodology 

that used a novel dataset acquired from real public court trials. A variety of linguistic and gesture 

modalities including facial features were combined together to classify the deceptive behaviour. 

Results reported a classification accuracy between 65 and 75% with varying combinations of 

modalities. Furthermore, the results indicated that the system outperformed human experts in terms of 

correct identification of deceptive behaviour. One of the recent machine-based research studies that 

uses the direction of gaze, eye movements and blink rate to distinguish the truthful and deceptive 

behaviours is presented in (Borza et al., 2018). The research outcomes indicated the normalised eye 

blink rate was an important clue of deception detection. Research carried out in (Marchak, 

2013, Nunamaker et al., 2016, Levine, 2014, Schuetzler, 2012, Kumar, 2016, Pak and Zhou, 

2011, Lim et al., 2013) also indicate the significance of eye interaction and associated corresponding 

features towards effective deception detection. Eyes blink rate, pupil dilation and gaze are the most 

common examples of such a feature set. Research studies indicate the relationship between these 

attributes and cognitive effort variations in deceptive and truthful subjects (Fukuda, 2001). Like other 

psychological clues for deception detection, additional cognitive efforts performed by deceivers 

undergo additional cognitive processes compared to truthful individuals that leads to an 

increased pupil diameter for deceivers (Proudfoot et al., 2015, Dionisio et al., 2001). In a similar study 

by Marchak (Marchak, 2013), compared to truthful participants, a suppressed eye blinking rate is 

noticed for participants involved in a mock crime to transport an explosive device to be used for a 

disturbance. 

3. PROPOSED SYSTEM 

3.1 Overview 

In response to these challenges. The essence of the AI-driven approach involves training these models 

on meticulously labeled datasets containing examples of different classes. Through this training 

process, the models can autonomously learn to extract relevant features from internet user’s dataset, 

enabling to discern and classify classes or labels with heightened accuracy. 
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RNN 

Recurrent Neural Networks Humans don’t start their thinking from scratch every second. As you read 

this essay, you understand each word based on your understanding of previous words. You don’t 

throw everything away and start thinking from scratch again. Your thoughts have persistence. 

Traditional neural networks can’t do this, and it seems like a major shortcoming. For example, 

imagine you want to classify what kind of event is happening at every point in a movie. It’s unclear 

how a traditional neural network could use its reasoning about previous events in the film to inform 

later ones. Recurrent neural networks address this issue. They are networks with loops in them, 

allowing information to persist 

 

Fig. 1: Block Diagram of Proposed System 

 

In the above diagram, a chunk of neural network, , looks at some input and outputs a value . A loop 

allows information to be passed from one step of the network to the next. These loops make recurrent 

neural networks seem kind of mysterious. However, if you think a bit more, it turns out that they 

aren’t all that different than a normal neural network. A recurrent neural network can be thought of as 

multiple copies of the same network, each passing a message to a successor. Consider what happens if 

we unroll the loop: 
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This chain-like nature reveals that recurrent neural networks are intimately related to sequences and 

lists. They’re the natural architecture of neural network to use for such data. And they certainly are 

used! In the last few years, there have been incredible success applying RNNs to a variety of 

problems: speech recognition, language modeling, translation, image captioning Almost all exciting 

results based on recurrent neural networks are achieved with them. It’s these LSTMs that this essay 

will explore. 

LSTM Networks 

Long Short-Term Memory networks – usually just called “LSTMs” – are a special kind of RNN, 

capable of learning longterm dependencies. They were introduced by Hochreiter & Schmidhuber 

(1997) (http://www.bioinf.jku.at/publications/older/2604.pdf), and were refined and popularized by 

many people in following work. They work tremendously well on a large variety of problems, and are 

now widely used. LSTMs are explicitly designed to avoid the long-term dependency problem. 

Remembering information for long periods of time is practically their default behavior, not something 

they struggle to learn All recurrent neural networks have the form of a chain of repeating modules of 

neural network. In standard RNNs, this repeating module will have a very simple structure, such as a 

single tanh layer. 

 

LSTMs also have this chain like structure, but the repeating module has a different structure. Instead 

of having a single neural network layer, there are four, interacting in a very special way. 
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In the above diagram, each line carries an entire vector, from the output of one node to the inputs of 

others. The pink circles represent pointwise operations, like vector addition, while the yellow boxes 

are learned neural network layers. Lines merging denote concatenation, while a line forking denotes 

its content being copied and the copies going to different locations. 

The Core Idea Behind LSTMs 

The key to LSTMs is the cell state, the horizontal line running through the top of the diagram. 

The cell state is kind of like a conveyor belt. It runs straight down the entire chain, with only some 

minor linear interactions. It’s very easy for information to just flow along it unchanged. 

 

The LSTM does have the ability to remove or add information to the cell state, carefully regulated by 

structures called gates. Gates are a way to optionally let information through. They are composed out 

of a sigmoid neural net layer and a pointwise multiplication operation. 
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The sigmoid layer outputs numbers between zero and one, describing how much of each component 

should be let through. A value of zero means “let nothing through,” while a value of one means “let 

everything through!” An LSTM has three of these gates, to protect and control the cell state. 

Step-By-Step LSTM Walk Through 

The first step in our LSTM is to decide what information we’re going to throw away from the cell 

state. This decision is made by a sigmoid layer called the “forget gate layer.” It looks at and , and 

outputs a number between and for each number in the cell state . A represents “completely keep this” 

while a represents “completely get rid of this.” Let’s go back to our example of a language model 

trying to predict the next word based on all the previous ones. In such a problem, the cell state might 

include the gender of the present subject, so that the correct pronouns can be used. When we see a 

new subject, we want to forget the gender of the old subject. 

 

The next step is to decide what new information we’re going to store in the cell state. This has two 

parts. First, a sigmoid layer called the “input gate layer” decides which values we’ll update. Next, a 

tanh layer creates a vector of new  candidate values, , that could be added to the state. In the next step, 

we’ll combine these two to create an update to the state.In the example of our language model, we’d 

want to add the gender of the new subject to the cell state, to replace the old one we’re forgetting. 

 

It’s now time to update the old cell state, , into the new cell state . The previous steps already decided 

what to do, we just need to actually do it. We multiply the old state by , forgetting the things we 

decided to forget earlier. Then we add . This is the new candidate values, scaled by how much we 

decided to update each state value. In the case of the language model, this is where we’d actually drop 

the information about the old subject’s gender and add the new information, as we decided in the 

previous steps. 
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 Finally, we need to decide what we’re going to output. This output will be based on our cell state, but 

will be a filtered version. First, we run a sigmoid layer which decides what parts of the cell state we’re 

going to output. Then, we put the cell state through (to push the values to be between and ) and 

multiply it by the output of the sigmoid gate, so that we only output the parts we decided to.  

For the language model example, since it just saw a subject, it might want to output information 

relevant to a verb, in case that’s what is coming next. For example, it might output whether the subject 

is singular or plural, so that we know what form a verb should be conjugated into if that’s what 

follows next. Variants on Long Short-Term Memory What I’ve described so far is a pretty normal 

LSTM. But not all LSTMs are the same as the above. In fact, it seems like almost every paper 

involving LSTMs uses a slightly different version. The differences are minor, but it’s worth 

mentioning some of them. 

 

4. RESULTS AND DISCUSSION 

Figure 2 represents the graphical user interface designed for detecting dishonest internet users. It 

likely includes various functionalities related to the identification and analysis of deceptive online 

behaviour. Figure 3 showcases the preprocessing steps applied to the uploaded text dataset. This may 

involve tasks such as cleaning, tokenization, and other text processing techniques.  
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Figure 2: Represents the graphical user interface of dishonest internet users and it has functionalities. 

 

Figure 3: Displays the preprocessing of the uploaded text dataset. 
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Figure 4: Shows the application of TF-IDF feature extraction on preprocessed dataset. 

Figure 4 illustrates the application of TF-IDF (Term Frequency-Inverse Document Frequency) feature 

extraction on the preprocessed dataset. TF-IDF is a technique commonly used in natural language 

processing for representing text data. Figure 5 displays the application of performance metrics for a 

Random Forest Classifier. This may include metrics such as accuracy, precision, recall, and F1-score, 

providing an assessment of the classifier's effectiveness. Figure 6 presents the application of 

performance metrics, but specifically for a Decision Tree Classifier. It offers insights into the 

performance of the Decision Tree model.  Figure 7 showcases the application of performance metrics 

for an RNN. This type of neural network is often used for sequence-based data and may have different 

evaluation criteria compared to traditional classifiers. Figure 8 displays the confusion matrix for all 

three models (Random Forest, Decision Tree, and RNN). The confusion matrix provides a detailed 

breakdown of model predictions, including true positives, true negatives, false positives, and false 

negatives. 

 

Figure 5: shows the application of performance metrics of Random Forest Classifier 

 



IJFANS INterNAtIoNAl JourNAl oF Food ANd NutrItIoNAl ScIeNceS 

ISSN PRINT 2319 1775 Online 2320 7876  

Research paper        © 2012 IJFANS. All Rights Reserved,  UGC CARE Listed ( Group -I) Journal Volume 13.Iss 04, 2024 

 
 

89 

 

Figure 6: shows the application of performance metrics of Decision Tree Classifier 

 

Figure 7: shows the application of performance metrics of Recurrent Neural Network 
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Figure 8: Displays the confusion matrix of All three model. 

 

Figure 9: Shows the model predicted outcome on the test data. 

Figure 9 shows the predicted outcomes of the models on test data. It may include visualizations or 

summaries illustrating how well the models perform on unseen data. Table 1: Performance 

Comparison of Quality Metrics provides a comprehensive comparison of performance metrics 

obtained using Decision Tree Classifier, Random Forest Classifier, and Recurrent Neural Network 

(RNN). It likely includes metrics such as accuracy, precision, recall, and F1-score, enabling a side-by-

side assessment of the models. 

Table 1: Performance comparison of quality metrics obtained using Decision Tree Classifier, Random 

Forest classifier model and RNN. 

 

Model 

 

Decision Tree Classifier 

 

Random Forest Classifier 

 

RNN 

Accuracy (%) 85 72 97 

Precision (%) 70 83 98 

Recall (%) 70 62 97 

F1-score (%) 71 61 97 

 

5. CONCLUSION  

The increasing prevalence of deceptive practices in online interactions necessitates advanced and 

automated systems to effectively detect and mitigate dishonest behaviors. Traditional methods, relying 

on manual monitoring and rule-based algorithms, fall short in adapting to the dynamic nature of 

deceptive tactics in the digital realm. This research addresses this critical challenge by proposing a 

sophisticated AI-based system for detecting deception in online interactions. The utilization of 

machine learning algorithms, advanced linguistic analysis, and behavioral pattern recognition 

represents a significant advancement in the field of deception detection. By integrating multi-modal 
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approaches and feature engineering, the proposed system aims to enhance accuracy and efficiency. 

This is crucial for maintaining trust, integrity, and user confidence in the digital communities that 

have become integral parts of our daily lives. 

The research not only acknowledges the urgency of the issue but also proposes a solution that aligns 

with the technological landscape of modern communication. The importance of fostering a safer and 

more trustworthy online environment cannot be overstated, considering the far-reaching consequences 

of deceptive practices on social media, e-commerce, and various online forums. 
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